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Abstract

In this paper, an online multi-time scale energy management framework for a smart Photovoltaic (PV) system is proposed, which
can calculate optimized schedules of battery operation, power purchase, and appliance usage. The smart PV system is a local energy
community that includes several buildings and households equipped with PV panels and batteries. The objective is to realize real-
time scheduling and very accurate energy management for reducing the electric bill and keeping the energy balance in the smart PV
system. The proposed framework employs a model predictive control (MPC) approach and multi-time scale structure composed
of two-time scales: longer coarse-grained scale and shorter fine-grained scale. In contrast to the many already proposed energy
management approaches, this alternative structure enables the management of the necessary mix of fast and slow system dynamics
with reasonable computational time while maintaining high accuracy. Simulation results show that the proposed framework can
reduce electric bill up to a maximum of 48.1% compared with baseline methods. Besides, the effectiveness of multi-time scale and
the need for accurate system modeling in terms of PV forecasting and batteries are also demonstrated.
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1. Introduction

The reduction of CO2 emission and the realization of a sus-
tainable future motivate a broader integration of renewable en-
ergy into the energy system. In particular, the use of renewable
generators close to the demand-side instead of centralized gen-
eration can reduce transmission losses [1]. However, renewable
energy sources such as solar and wind are usually small-scale
and uncontrollable; thus, the temporal and spatial mismatch be-
tween renewable generation and electricity demand is becom-
ing a practical issue. For tackling this issue, it is necessary to
renovate the conventional power grid towards a smart energy
system. The smart energy system is an advanced power system
capable of making the system more resilient, energy-efficient,
and eco-friendly by integrating renewable generation and de-
mand control [2, 3].

To put the smart energy system into practice, an energy man-
agement system (EMS) has the most critical role [4]. The EMS
has three main functions: (1) real-time monitoring of users en-
ergy usage by a smart meter, (2) scheduling and optimization of
the operation of system components, and (3) optimizing an ob-
jective function which can be composed of one or more critical
system criteria, such as the electric bill minimization, peak-cut,
grid failure rate, ramp rate, and a total lifetime. The general
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goal of the EMS is to manage the energy balance between ap-
pliances, batteries, and supply power provided by the grid and
by renewable sources such as solar energy [5, 6]. However, it
has become clear that harnessing the unpredictability and short
term variability of renewable sources is a difficult task. The
EMS currently relies on the energy stored in batteries to deal
with the fluctuations of the renewable sources [7, 8]. Hence,
an improved battery modeling and proper incorporation of the
workload-dependent storage aspects in the EMS are desirable.
This also includes the local battery management system (BMS),
which is typically present in battery pack systems [9]. On the
other hand, the battery system is not the only aspect that should
be addressed.

The time scale of the control sequence of the EMS is a non-
negligible factor in the performance of EMS. In practice, most
smart system contexts exhibit a mix of fast and slow dynam-
ics, which puts too high stress on the run-times when accuracy
should also be maintained. For a long time scale up to a few
days, the EMS application should consider a daily change of
renewable generation and electricity demand. Furthermore, de-
mand control (e.g., appliance scheduling) is usually performed
daily or hourly frequency. It effectively matches the demand-
supply in the local energy community, including several build-
ings and homes with many appliances. On the contrary, for a
short time scale with a time resolution of a few seconds, the
real-time energy imbalance between renewable generation and
demand can directly cause energy loss. Therefore, it is neces-
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sary to precisely control the battery’s operation based on fore-
cast information on the expected renewable generation for com-
pensating for real-time change of energy balance. As described
above, the time scale that should be managed by the EMS to
properly control the system varies widely, and the purpose of
the different time scales also differs. Thus, when accuracy
should not be sacrificed, and an EMS design suitable for each
purpose and each time scale is required to meet all these criteria
simultaneously. This problem is tackled in this paper employ-
ing a multi-time scale energy management framework.

Many researchers have focused on optimizing energy man-
agement for homes, buildings, or communities to schedule the
battery system and electricity demand. The comprehensive
home energy management system (HEMS) that includes ther-
mal and energy storage to minimize cost and maximize comfort
was studied in [10]. Celik et al. [11] worked on sharing pho-
tovoltaic (PV) generation in neighborhood homes, scheduling
the use of appliances and batteries in the day-ahead. The en-
ergy co-scheduling framework in an office building to schedule
a hybrid energy storage system (HESS) and heating, ventilat-
ing, and air conditioning (HVAC) was developed in [12]. As in
[13], a ventilating system was optimized to control indoor air
quality and energy consumption by a model predictive control
(MPC) approach with an estimation of model parameters. In
[14], the distributed algorithm by exchanging information with
its neighbors to find the optimal dispatch of energy storage for
a smart grid was proposed. The mixed-integer non-linear pro-
gramming based EMS, which considers long-term energy effi-
ciency programs and day-ahead energy storage scheduling, was
formulated in [15]. In [16], a hybrid robust-stochastic optimiza-
tion in HEMS was proposed to take the uncertainty of both day-
ahead and real-time energy markets into consideration. Rocha
et al. [17] employed artificial intelligence approaches such as
the support vector machine and genetic algorithm to predict re-
newable generation and optimize the battery and demand oper-
ation. A multi-agent-based heuristic optimization to meet dif-
ferent consumer’s energy demand in the renewable energy dis-
tribution network was proposed in [18]. In [19], a voting-based
EMS and a rule-based controller in solar-wind-biomass hybrid
energy systems were developed, improving demand-supply bal-
ance. Besides, the appliance commitment problems determine
the best schedule to shift or shave the demand peak and fit for
the electricity pricing policy [20, 21]. Lu et al. [22] proposed a
mixed-integer linear programming (MIP) method to realize ap-
pliance scheduling with precise time-step and investigated the
impact of PV energy storage systems. Although much literature
has studied the scheduling of battery systems and demand, they
are almost concerned with coarse-grain single-scale. They do
not consider short-term PV fluctuations or battery’s transient
response, which are fast dynamics. Furthermore, the charac-
teristics or problems of the battery have not been fully consid-
ered, which includes the I-V relationship, transient response,
and state-of-charge (SOC) simulation.

In addition to the above literature, several studies have pro-
posed the EMS considering multi-time scales. Abreu et al. [23]
proposed a hierarchical MPC method to manage a set of dif-
ferent sub-systems such as appliances and load. Its upper layer

calculates the maximum power limit, and its lower layer in-
dividually optimizes load schedules; however, the paper con-
siders no renewable energies and no batteries. As in [24], the
author also proposed a hierarchical control method focusing on
a building, a battery system, and PV generation. A schedul-
ing layer with 7 hours horizon and a pilot layer with 5 minutes
horizon were integrated. In [25], a hierarchical EMS in an of-
fice building, containing PV systems and batteries of electric
vehicles, was developed while dealing with day-ahead sched-
ules and intra-hour adjustment. However, in these papers, the
appliance scheduling is not fully considered, and the demand
flexibility is limited. Also, the PV forecasting model is rela-
tively simple, and short-term PV fluctuation is not entirely con-
sidered. In [26], a hierarchical two-layer HEMS to reduce daily
electric bill and increase PV self-consumption was proposed.
In the upper layer, the scheduling of the battery system and the
appliances is performed for the next 24 hours. Although the
lower layer is a rule-based real-time controller that compen-
sates for PV fluctuation, it is relatively simple algorithm based
on no short-term PV forecast data. The importance of accurate
PV forecasting in energy management has been proved in the
literature, and it has a significant effect on EMS performance
[27, 28]. Finally, all of these papers do not have a detailed view
of the PV forecasting and the battery state in seconds - minutes
levels. The combination of them in the inner time loop is crucial
for the accurate management of the supply-demand balance.

In this paper, an online multi-time scale energy management
framework is developed for a smart PV system exhibiting such
a mix of fast and slow dynamics. The smart PV system is the lo-
cal community with several buildings and homes equipped with
batteries, PV panels, and controllable appliances. For imple-
menting online and real-time control, the MPC approach is em-
ployed together with accurately forecasting of PV generation
and the latest battery state. We also introduce a detailed bat-
tery model that captures I-V characteristics and state-of-charge
(SOC) accurately to realize precise energy management in the
smart PV system. Besides, the multi-time scale structure of the
proposed framework successfully treats fast and slow system
dynamics on energy management in one integrated optimiza-
tion loop by dividing the time scale into two-time scales, which
are coarse-grained and fine-grained time scale. In this way, the
modeling capability and computational time are improved. The
effectiveness of the proposed framework is also validated via
simulations. The results show that the proposed framework al-
lows for saving in the electric bill up to 48.1% compared to
baseline methods. Also, it is shown that the computational time
is short enough to allow real-time control of smart PV systems.
Furthermore, the effect of PV forecasting error and battery ca-
pacity is explored.

This paper is structured as follows: Firstly, the overview
of the proposed framework and multi-time scale structure are
given in Section 2. Section 3 shows the introduced systems
models in detail. After that, the mathematical formulation of
an online multi-time scale optimization problem is described in
Section 4. Finally, the effectiveness of the proposed method is
demonstrated via simulations with measured data in Section 5,
and then Section 6 shows a summary of this paper.
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Figure 1: Online multi-time scale optimization framework for smart PV sys-
tems

2. Online Multi-time Scale Energy Management Frame-
work

This section shows the overview of the proposed framework
employing a model predictive control approach, namely an on-
line multi-time scale energy management framework. The key
ideas of the multi-time scale structure are also discussed in this
section.

2.1. Overview of proposed framework

Figure 1 shows an overview of the proposed framework. The
overall objective is to minimize the electric bill. The input of
this framework is electric demand information and forecasting
data of PV generation. The output of the framework is an op-
eration plan that includes power purchase from the utility grid,
battery charge/discharge, and appliance schedules. To realize
online energy management, we utilize the MPC approach in
the proposed framework. The MPC is an effective means of
dealing with control problems that have many variables [29],
and recent works have successfully applied MPC to the energy
management problem [24, 30]. The key idea of MPC is the
iteration of forecasting and optimization. The future control
inputs over the planning period are obtained by solving an opti-
mization problem based on forecast information and predicted
system behavior. The only first-sample solution is applied, af-
ter that, the planning period recedes, and the above processes
are iterated. It should be stressed that the MPC approach can
potentially compensate for the uncertainty of a variation of load
demand and generation because of its feedback structure [31];
therefore, we apply the MPC to the energy management frame-
work.

The main processes of the proposed framework based on the
MPC approach are iterated as follows. First, the framework ob-
tains the PV power forecasting data in the near future, such as
the upcoming half an hour a few days. Then the framework op-
timizes the energy utilization in order to minimize the electric
bill from the utility grid. The energy utilization includes bat-
tery charge/discharge, power purchase, and appliance schedule.
This optimization problem is mathematically formulated, and
a mathematical solver can obtain the optimal results. Finally,
the obtained plan is applied to the system operation. In this
way, the latest information on systems is reflected, and online
control interpolating energy balance is realized.

2.2. Multi-time scale structure

The main idea of a multi-time scale structure is to solve one
integrated optimization loop that covers the two-time scales,
called coarse-grained time scale and fine-grained time scale.
These time scales take into account appliance scheduling, a
variation of demand load and PV generation, and accurate bat-
tery characteristics. Firstly, the coarse-grained time scale is re-
sponsible for energy management in a long-term period (up to
a few days) with consideration of a coarse change in time reso-
lution about demand and PV generation. PV forecasting mod-
els suitable for the long-term, such as artificial intelligence, are
usually less accurate when the time resolution is less than a
few minutes [32]. Hence, the resolution for the coarse-grained
loop can be rough, e.g., 15 minutes. Next, real-time control is
performed to achieve a short-term energy balance in the fine-
grained time scale between highly fluctuating renewable gen-
eration and fast-varying battery storage under the demand con-
ditions derived from the longer-term planning loop. The time
resolution in the fine-grained loop should be under few seconds
for real-time control, managing the short-term variation of PV
generation. This is because thermal time constants of PV cells
are a few seconds and above [33], and the most critical battery’s
internal time constants are also above a few seconds. Clearly,
the different problems an EMS framework deals with, appliance
scheduling and demand load on the one hand and fluctuation of
PV generation and battery operation, on the other hand, act on
different time scales. However, the proposed framework still
allows to treat of these problems in one integrated optimization
loop, so not independently, as needed to obtain high accuracy
in optimizing the balance.

Based on the above description, we formulate the multi-time
scale structure for the smart PV system, as shown in Figure 2.
Let t be a set of global time steps for the whole process, and
the multi-time scale optimization is dispatched at every con-
trol point with a resolution ∆t. Since the optimization problems
are discretized in time, time windows (planning period) are di-
vided by a given resolution. Firstly, a coarse-grained time scale
with time index tL, which corresponds to slower system dynam-
ics, is designed to consider a daily variation of demand and PV
generation. Thus, the coarse-grained time scale consists of the
time window with a long planning period TL with a resolution
∆tL; the typical value of them is: TL is 24 hours, and ∆tL is
15 minutes. By solving a coarse-grained optimization, rough
schedules of a smart PV system are obtained. Following the
MPC approach, the solution of the only first ∆tL is usually ap-
plied to the system. In addition, the solution of the first ∆tL is
interpolated in the finer grain to consider fast system behavior,
such as real-time energy balancing. Therefore, after execut-
ing the coarse-grained optimization, the fine-grained time scale
with time index tS is performed. Keeping the time scale consis-
tent, the planning period of fine-grained time scale TS generally
equals ∆tL. The time window is divided by fine resolution ∆tS ,
of which value is typically 1 second. Finally, as marked with
the red window in Figure 2, the obtained solution is applied to
the system.
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Figure 2: Schematic view of multi-time scale structure

Figure 3: Smart PV system structure

3. Model Development

This section provides a detailed overview of the smart PV
system and the mathematical model introduced in the proposed
framework. Especially, a smart PV system model, a PV fore-
casting model, a battery model, and a smart appliance model are
included. Hence, these main components will also be discussed
in more detail.

3.1. Targeted smart PV system structure

The smart PV system is a local energy community which
comprises several building and households. Figure 3 shows a
schematic view of the smart PV system model. The main com-
ponents of the smart PV system are PV panels and battery sys-
tems, especially the lithium-ion battery. The battery system is
not only used to store the generated energy but also to supply
the demand when (1) the energy generated by PV is not suffi-
cient and (2) the EMS decides to supply the loads from the bat-
tery rather than the grid. It is assumed that there are two sets of
appliances: non-shiftable appliances and shiftable appliances.
The non-shiftable appliances are represented by a light, a refrig-
erator, etc., of which the starting time and its operation cannot
be deferred and interrupted. On the other hand, the shiftable ap-
pliances are represented by a dishwasher, a washing machine,

etc., of which the starting time can be shifted to the other time
slot and would not be interrupted.

In the framework, both the battery system and shiftable appli-
ances are scheduled to balance demand and PV production by
solving an optimization problem with a constraint of user pref-
erences. The EMS collects information on energy balance and
system state from the smart PV system while managing over-
all energy flow based on the solution obtained by the frame-
work shown in the previous section. The smart PV system buys
the electricity from the utility grid in case of a power short-
age. To prevent the grid instability by the reverse power flow,
we assume that this system does not support selling the surplus
generated energy to the utility grid. The surplus energy is con-
sumed by smart appliances and battery as possible; otherwise,
it is wasted inside the system.

In general, the energy balance inside the system must be kept
at any time t, which is formulated by:

S t + Gt + Et = Dbase
t + Dsh f t

t + Yt, ∀t (1)

where S t, Gt, and Et denote the purchased energy from the util-
ity grid, the generated energy of the PV system, and the charg-
ing/discharging energy of the battery, respectively. Let Dbase

t ,
Dsh f t

t , and Yt be the demand load of the non-shiftable appli-
ances, the demand load of the smart appliances, and the wasted
energy, respectively. The charging/discharging energy Et takes
a positive value when charging, and takes a negative value when
discharging.

In addition, the purchased energy S t and the wasted energy
Yt cannot be negative value as given by Eq.2 and Eq.3, respec-
tively.

0 ≤ S tL , ∀t, (2)
0 ≤ YtL , ∀t. (3)

It should be mentioned that this model does not consider
other components such as wind turbine, the air conditioning
system, and electric vehicle management, because this paper
mainly focuses on the effect of PV forecasting and accurate bat-
tery model on the EMS performance. We can potentially add or
remove other components by formulating their behavior mathe-
matically. However, that is an ongoing work, and it would make
this paper core way too complex to add all of these options in
one disclosure.

3.2. Accurate physics-based PV forecasting model
The PV generation has a high fluctuation due to meteoro-

logical stochastic phenomena. Therefore, the real-time forecast
data of PV generation is necessary to smooth the fluctuation by
balancing demand and PV generation with battery scheduling.
In this paper, we use the forecast data provided by the PV now-
casting model in [34], which can predict short-term generation
based on sky-images, neural network model, and highly accu-
rate physics-based modeling framework of Pv generators [35].
The major benefit of this model is that it is capable of providing
PV energy forecasting with high temporal resolution. Also, the
forecast is provided over a horizon of 15 minutes with a reso-
lution of 1 second. Furthermore, the forecast can be updated

4

Confidential



every minute. This is sufficient for iterating a fine-grained bat-
tery scheduling loop.

On the other hand, PV forecasting for the coarse-grained time
scale is also important to take energy balance for long-term up
to a few days. We assume that the PV forecasting data for a
coarse-grained time scale is available online by a close-by me-
teorological station.

3.3. Appliance model
Each shiftable appliance is characterized by four

parameters[36]: (1) operating time, (2) configuration time
denoted by T con f , which is the time to be able to start the appli-
ance, (3) deadline denoted by T dead, which is the time by which
the appliance must be completed, and (4) electrical energy
required by appliance operation. The shiftable appliance must
be scheduled from the configuration time until the deadline.
The scheduling problem is solved under user preferences,
and the shiftable appliances automatically start based on the
obtained solution.

A brief introduction of the formulation of the shiftable appli-
ances is presented here. We model its operating cycle for each
appliance. Let m be the index of the shiftable appliances. The
operating time of each appliance is divided by the time resolu-
tion of ∆t, and then, the index of each divided operating phase
is represented by p. Where binary variables qm,p,t represent a
state of the shiftable appliances; qm,p,t = 1 if appliance m is in
operation phase p at time t, otherwise 0. We also introduce bi-
nary variables rm,p,t, which is a finish flag; rm,p,t = 1 if operation
phase p of appliance m is already finished at time t, otherwise
0. Besides, we can formulate the shiftable appliance scheduling
as follows:

Dsh f t
t =

M∑
m=1

P∑
p=1

qm,p,t · D
app
m,p , ∀t, (4)

qm,p,t + rm,p,t ≤ 1, ∀{m, p, t}, (5)
qm,p,t−1 − qm,p,t ≤ rm,p,t, ∀{m, p}, 2 ≤ t ≤ T, (6)
rm,p,t−1 ≤ rm,p,t, ∀{m, p}, 2 ≤ t ≤ T, (7)
qm,p,t ≤ rm,p−1,t, ∀{m, t}, 2 ≤ p ≤ P, (8)
rm,p−1,t − rm,p,t = qm,p,t, ∀{m, t}, 2 ≤ p ≤ P, (9)

T∑
t=1

qm,p,t = 1, ∀{m, p}, (10)

qm,p,t = 0, ∀{m, p}, 1 ≤ t ≤ T con f
m , T dead

m ≤ t ≤ T, (11)

where Dapp
m,p is the demand energy of the phase p of appliance

m. Eq.4 aggregates the shiftable demand. Eq.5-10 show the
scheduling logic of the shiftable appliances. Eq.11 means the
user preference about the timing of the appliance usage. This
scheduling problem is solved at the coarse-grained time scale.

3.4. Accurate parameterized Battery model
Battery system models are very important tools for designing

energy management systems in terms of scheduling and simu-
lation. We would like to emphasize that the main contribution
of this paper is to build a battery module model from battery

cell model in [37] and leverage it to follow SOC profiles and
charge-discharge loss accurately. As described in Section 1,
most related studies have utilized a simple battery model that
represents charging and discharging losses as linear and does
not accurately capture the battery characteristics.

Assuming that each cell is identical in the battery module, the
configuration of the battery module is shown in Figure 4. Here,
Ns and Np are a number of series-connected cells and a number
of parallel-connected cells, respectively. We use the equivalent
circuit model as a battery model that shows a good agreement
with measurements of battery run-time and nonlinear I-V char-
acteristics [37].

Based on [37], an aggregated equivalent circuit model of the
battery module used in this paper is shown in Figure 5. The
left part of the equivalent circuit expresses the battery lifetime.
Here, a voltage source VS OC represents the stored energy level
of the battery, i.e., SOC, ranging from 0.0 (0%) to 1.0 (100%).
A Terminal current of battery Ibatt is positive when discharging
and is negative when charging. In addition, the nominal capac-
ity of the battery module, denoted by Cnom, is calculated from
cell capacity Ccell:

Cnom = Np ·Ccell, (12)

and then, the change in SOC level is calculated based on the
terminal current as follows:

S OCt+1 = S OCt −

∫ t+1

t

Ibatt

Cnom
dt. (13)

The right part of the equivalent circuit represents the I-V
characteristics of the battery. The left parallel RC branch and
the right one are in charge of shorter transient response and
longer transient response of I-V characteristics, respectively.
Here, a voltage source Vbatt is the terminal voltage of the bat-
tery module. Each cell consists of an open circuit voltage VOC ,
resistances (RS , RTS , RT L), and capacitances (CTS , CT L). These
parameters are a function of SOC level and given by:

VOC = a1 · exp(a2 · S OC) + a3

+ a4 · S OC + a5 · S OC2 + a6 · S OC3, (14)
RS = a7 · exp(a8 · S OC) + a9, (15)
RTS = a10 · exp(a11 · S OC) + a12, (16)
RT L = a16 · exp(a17 · S OC) + a18, (17)
CTS = a13 · exp(a14 · S OC) + a15, (18)
CT L = a19 · exp(a20 · S OC) + a21, (19)

where {an,∀n = 1...21} are the coefficients of the battery cell,
and we use the values provided in the literature [37]. Finally,
the terminal voltage Vbatt and charge-discharge energy E in
kWh are calculated by:

Vbatt = Ns · VOC − Ibatt ·
Ns · RS

Np
− UTS − UT L, (20)

E = Ibatt · Vbatt/1000 (21)

where UTS and UT L are the voltage of the left parallel RC
branch and the voltage of the right one, respectively, and they
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Figure 4: Configuration of battery module composed of Ns cells in series and
Np cells in parallel

Figure 5: Equivalent circuit model of battery module

are calculated by following equations.

dUTS

dt
= −

UTS

RTS ·CTS
+ Ibatt ·

Ns

Np ·CTS
, (22)

dUT L

dt
= −

UT L

RT L ·CT L
+ Ibatt ·

Ns

Np ·CT L
. (23)

In this paper, the full equivalent circuit model is used in sys-
tem simulation to estimate accurate battery states. Besides, the
modified equivalent circuit model is implemented in the op-
timization problem to obtain effective battery utilization with
reasonable computation time. The details of the modification
of the battery model are described in the following section.

4. Mathematical Formulation of Multi-time Scale Opti-
mization

The proposed framework’s objective is to calculate optimal
schedules of the smart PV system, which includes power pur-
chase, the battery system, and the shiftable appliances. As
mentioned in Section 2.2, the proposed framework employs a
multi-time scale MPC composed of multiple optimization prob-
lems. Firstly, the optimization flow implemented in the pro-
posed framework is shown, and then, we introduce a detailed
mathematical formulation.

Figure 6 shows the multi-time scale optimization flow of the
proposed framework. The optimization loop is composed of
multiple optimization problems and executed in every internal
period of ∆t. First, coarse-grained time scale optimization is
performed, and this time scale has two optimization problems:
(1) the appliance scheduling (AS) and (2) the coarse-grained

Figure 6: Multi-time scale optimization flow of proposed framework

energy management (CGEM). The AS problem is solved to de-
cide the schedule of shiftable appliances. Besides, the CGEM
problem is performed together with the obtained appliance
schedule to calculate the reference solution of the battery. The
CGEM includes the equivalent circuit battery model, and the
battery characteristics are precisely considered. The planning
period is still long at these optimizations, and the PV gener-
ation forecasting is roughly updated with coarse-grain resolu-
tion. After that, fine-grained time scale optimization is per-
formed to decide precise control. PV forecasting model, men-
tioned in Sec3.2, generates the PV energy profiles, and fine-
grained energy management (FGEM) optimization is solved to-
gether with forecast information and reference value obtained
by the coarse-grained optimization. The reference value con-
sists of the demand profiles of the shiftable appliances and bat-
tery energy profiles of charging and discharging. The fine-grain
schedules of the battery system calculated by the FGEM are
directly applied to the system. Based on optimal schedules, ac-
tual behavior is simulated with the full equivalent circuit battery
model, and the battery state is updated. The formulation of the
AS, CGEM, and FGEM is described in the following section.

4.1. Appliance scheduling

This section shows the detailed mathematical formulation of
the AS. Because of the coarse-grained time scale, the time in-
dex is tL with the time resolution of ∆tL. The problem includes
some binary variables, and the AS is mixed-integer linear pro-
gramming (MIP) problem; and the following formulation de-
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scribes the optimization problem of AS:

minimize
TL∑

tL=1

ξtL · S tL , (24)

subject to (1) − (13), (21), ∀tL,

input

{GtL ,D
base
tL

, ξtL }, ∀tL,

decision variables
{S tL ,YtL , Ibatt,tL , qm,p,tL , rm,p,tL }, ∀{m, p, tL},

where ξtL is the electricity price of the power company in JPY
(Japanese Yen) / kWh. Note that the AS employs the simplified
battery model obtained by fixing the battery terminal voltage
Vbatt to the constant nominal value, i.e., the I-V characteristic of
the battery is not considered in the AS. This is because the AS
formulation includes integer variables, and the AS with the non-
linear equivalent circuit is too complex to solve. This simplifi-
cation is compensated in the following CGEM by re-solving the
battery scheduling with the equivalent circuit model.

The objective is to minimize the electric bill, and the solution
of the AS contains the optimal scheduling for the shiftable ap-
pliances, the battery, the wasted energy, and the power purchase
from the utility grid. Only the optimal schedule of shiftable ap-
pliances, Dsh f t

tL
and qm,p,tL , is applied to the system and other

optimization; the rest are discarded and recalculated in the fol-
lowing problem.

4.2. Coarse-grained energy management
This section shows the detailed mathematical formulation of

the CGEM. The CGEM is the outer loop for the battery schedul-
ing considering the same time scale as AS.In the CGEM, the
capacitances CTS and CT L are removed from the circuit model
as shown in Figure5 because the dynamics of the transient re-
sponse represented by these capacitances are very fast (20 sec-
onds - 4 minutes). It does not make sense to consider these
dynamics in the coarse-grained time scale. Hence, the battery
equation is reformulated using resistance value Rtotal:

Rtotal = RS + RTS + RT L, (25)

Vbatt = Ns · VOC − Ibatt ·
Ns · Rtotal

Np
. (26)

Because the CGEM includes non-linear equations of the bat-
tery model, the CGEM is a non-linear programming (NLP)
problem. The formulation of the CGEM is finally described
as follows:

minimize
TL∑

tL=1

ξtL · S tL , (27)

subject to (1) − (3), (12) − (17), (21), (25), (26), ∀tL

input

{GtL ,D
base
tL

,Dsh f t
tL

, ξtL }, ∀tL,

decision variables
{S tL ,YtL , Ibatt,tL }, ∀tL,

where the objective is the same as the AS to minimize the
electric bill. The solution of the CGEM contains the optimal
scheduling for the battery, the wasted energy, and the power
purchase from the utility grid.

The obtained battery schedule is more effective than the solu-
tion from the AS because the CGEM contains the equations that
express the accurate I-V characteristics. The reference value of
battery energy Ere f is input to the FGEM, as defined by:

Ere f =
1

1000
· Ibatt

1 · Vbatt
1 ·

∆tS
3600

, (28)

where the FGEM decides the fine-grained battery schedule
based on Ere f , and this prevents the greedy solution of discharg-
ing anyway to minimize electric bill.

4.3. Fine-grained energy management
The FGEM is the inner loop for the battery scheduling to in-

terpolate highly fluctuation of PV generation. The time index
is tS with the resolution of ∆tS , and the length of TS normally
equals the resolution ∆tL. In order to express the battery dy-
namics, i.e., the transient response, the full equivalent circuit of
the battery module is employed. In addition, the battery trajec-
tory in the fine-grained time scale should follow the schedules
of the coarse-grained time scale. Thus, based on the reference
value from the CGEM Ere f , the charging/discharging energy of
the battery is constrained as formulated by Eq. (29).

EtS − Ere f ≤ ε · |Ere f |,∀tS , (29)

where ε denotes a relative error from the reference value, e.g.,
set to 5%.

Because the FGEM includes the non-linear equations of the
battery model, the FGEM is an NLP problem. The follow-
ing formulation finally shows the optimization problem of the
FGEM:

minimize
TS∑

tS =1

ξtS · S tS , (30)

subject to (1) − (3), (12) − (14), (20) − (23), (29),∀tS ,

input

{GtS ,D
base
tS ,Dsh f t

tS , ξtS }, ∀tS ,

decision variables
{S tS ,YtS , Ibatt,tS }, ∀tS ,

where the AS solution for appliances Dsh f t is also input, and
the objective is the same as the other problems to minimize the
electric bill. The solution of the FGEM contains the optimal
scheduling for the battery, the wasted energy, and the power
purchase from the utility grid.

These optimal solutions are applied to the smart PV system,
and the actual battery behavior is simulated with a complete
equivalent circuit model in the system simulation. Note that the
system simulation of the battery system is still a very important
step in the real implementation. This is because the battery’s
internal state usually cannot be directly measured, and the sim-
ulation is required to estimate the battery state such as SOC
accurately.
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5. Simulation Results

In this section, we show several key simulation experiments
to demonstrate the effectiveness of the proposed framework
with practical assumptions. The experimental setup is firstly
described, and then the case studies are performed under dif-
ferent settings of the proposed framework. Besides, the impact
of PV forecasting error on the performance is also investigated.
Finally, the proposed framework is compared with other base-
line methods in terms of the electric bill.

5.1. Simulation setup

Firstly, the parameters of the proposed framework are shown
here. In all experiments, the simulation period is ten days, and
every simulation day starts at 0 a.m. The time resolution in the
coarse- and fine-grained time scale are set to 15 minutes and
1 sec, respectively, i.e., ∆tL = 900 [sec] and ∆tS = 1 [sec].
The planning period of the coarse- and fine-grained time scale
are set to 24hours and 15 minutes, respectively; thus, TL = 96
[900sec] and TS = 900 [sec]. The AS is a MIP problem and is
solved by the commercial solver CPLEX [38]. The CGEM and
FGEM are an NLP problem and is solved by the open-source
solver IPOPT [39]. The computing platform utilized to run the
simulation uses an Intel Core-i7 6600U CPU of 2 cores with a
2.60 GHz clock frequency and a 16 GB of DDR3 RAM.

The parameters of the battery in the optimization problems
are described in Table 1. The electricity price is set to 21.66
JPY/kWh during daytime (7 a.m. - 11 p.m.) and 10.7 JPY/kWh
during nighttime (11 p.m. - 7 a.m.). The peak power of the
PV panel is set to 15 kWp. The PV generation profiles and
other environmental data are collected at the University of Old-
enburg over a period from June until July, 2015. Moreover, the
fine-grained forecast of PV generation is provided by the PV
forecasting model[34], of which the average forecasting error
is less than 12%. The coarse-grained forecast of PV genera-
tion is manually generated by adding the error distribution to
the real measured profiles, and its average error is 20%. On the
other hand, the demand profiles of the non-shiftable appliances
are based on the Dutch Residential Energy Dataset (DRED)
[40], which are collected from July to December 2015. Here,
the mean value of the demand load of the non-shiftable appli-
ances per day is set to 12.5 kW. The shiftable appliances pro-
files are shown in Table 2. We use measured profiles given by
the dataset[41]. It is assumed that there are four units of each
smart appliance, which includes a washing machine, a tumble
dryer, and a dishwasher, while each appliance is operated once
a day. The configuration time is randomly generated within the
range shown in Table 2, and the deadline is decided by adding
the shiftable time to the configuration time. The actual elec-
tric bill is calculated by the system simulation to evaluate the
proposed framework.

5.2. Comparison study with baseline methods

In this section, the proposed framework is compared with
several representative baseline methods to evaluate the effec-
tiveness of appliance and battery scheduling. The proposed

Table 1: Parameters of battery

Description Symbol Value

Initial SOC S OCinit 0.5 (50%)
Terminal SOC S OCterm 0.5 (50%)
Min. SOC S OC 0.2 (20%)
Max. SOC S OC 1 (100%)
Min. current Ibatt −0.5 ·Cnom (50% of capacity)
Max. current Ibatt 0.5 ·Cnom (50% of capacity)
Nb. cells in series Ns 25
Nb. cells in parallel Np 191
Nominal voltage Vcell 4.1 [V]
Nominal capacity Ccell 0.85 [Ah]
Battery capacity - 15 [kWh]

Table 2: Profiles of smart appliances

Appliance
Total

energy
Operation

time
Conf.
time

Shiftable
time

Washing
machine 0.22kWh 45min 8 a.m. - 10 a.m. 7hours

Tumble
dryer 1.86kWh 75min 8 a.m. - 10 a.m. 7hours

Dishwasher 1.88kWh 75min 12 p.m. - 15 p.m. 8hours

framework is denoted by Proposed, and the baseline methods
are described as follows:

1) Using Shiftable Appliances As Soon As Possible
(ASAP): smart appliances are not scheduled by optimiza-
tion. They are turned on as soon as the configuration time
comes. The battery schedule is optimized by the CGEM
and the FGEM.

2) No Battery Scheduling (NBS): the CGEM and FGEM
are removed from the proposed method while the AS is
solved. The battery is assumed to be charged with constant
C-rate 10% during the nighttime (11 p.m. - 7 a.m.) and be
discharged with constant C-rate 5% during the daytime (7
a.m. - 11 p.m.).

3) ASAP-NBS: this is a method that combines the ASAP and
the NBS; thus, no optimization problem is solved.

Table 3 shows the results of the electric bill for 10 days and
the improving rate of Proposed with respect to other methods.
The result indicates that the proposed framework achieves the
lowest electric bill in all methods, and the max improving rate
of the electric bill is 48.1%. Appliance scheduling can fill the
energy gap between generation and demand; thus, the electric
bill is clearly reduced. Moreover, it is indicated that the ma-
jor contributing factor in improving the electric bill is battery
scheduling. When the battery is charged and discharged by
constant current such as the NBS, the battery cannot control the
balance between renewable generation and demand; as a result,
the purchased energy increases in order to ensure the demand is
fulfilled.

5.3. Impact of planning period for coarse-grained time scale
In this section, the impact of the planning period of the

coarse-grained time scale is investigated. The proposed frame-
work is performed with different planning periods TL from 6
hours to 48 hours.
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Table 3: Results of electric bill for 10 days and improving rate of electric bill
of proposed method compared to different methods

Method Proposed ASAP NBS ASAP-NBS

Electric bill for 10 days
[JPY] 3004 3319 4408 5784

Improving rate of eletric bill
of Proposed - 9.5% 31.9% 48.1%

Table 4: Results of electric bill and computational time with different planning
period

Planning
period Electric Computational time {[}sec{]}}

TL bill [JPY] AS CGEM FGEM

6hours 3194 0.95 0.19 3.11
12hours 3106 1.63 0.27 3.03
24hours 3004 4.32 0.43 3.51
36hours 3044 8.65 0.63 3.12
48hours 3055 17.59 0.94 3.24

Table 4 shows the electric bill over ten days and the mean
value of the computational time for each optimization prob-
lem. The electric bill is decreasing until the planning period
increases to 24 hours. However, when the planning period is
longer than 24 hours, the electric bill increases. On the other
hand, the computational time of each optimization problem in-
creases as the planning period increases. Especially when the
planning period reaches 48 hours, the computational time of
the AS significantly increases. This is because the longer the
planning period, the higher the number of decision variables
and smart appliances to be scheduled. However, since the sum
of the computational time is much less than the length of time
resolution ∆tL, the proposed framework is applicable for all the
simulated planning periods. In addition, a daily (24hours) plan-
ning suits well with home and building applications because of
the partly repetitive daily demands for the occupants. There-
fore, when the planning period of the coarse-grained time scale
should be set to 24 hours, the proposed framework achieves
good performance.

5.4. Impact of number of smart appliances
The impact of the number of smart appliances on the com-

putational time is demonstrated. All types of smart appliances
are increased from 2 to 10, i.e., the total number of smart ap-
pliances is changed from 6 to 30. Each appliance is scheduled
once a day; thus, the AS calculates the optimal schedule for 6 -
30 appliances per day.

Table 5 shows the average computational time for each op-
timization problem. Naturally, the computational time of the
AS increases with the increase in the number of appliances.
However, the requirement for the computational time, that ev-
ery optimization flow must complete less than ∆tL = 900 sec, is
always met, and the computational time is short enough. Thus,
if the smart PV system has several buildings and many smart
appliances such as 30 or more, the AS is sufficient in both ac-
curacy and time complexity for the planning of the shiftable
appliances.

Table 5: Results of average computation time under scenarios with different
number of smart appliances

# shiftable appliances Computational time [sec]
per day AS

6 2.13
12 4.32
18 6.67
24 8.79
30 10.39

5.5. Impact of PV forecasting error and battery size

In this section, the proposed framework with different PV
forecasting errors is performed in order to analyze the impact of
the PV forecasting error on the electric bill. The average fore-
casting error of the PV forecasting in the coarse-grained time
scale is set to 20, 30, or 40%. Moreover, in the fine-grained time
scale, two different forecasting schemes are compared; energy
forecasting proposed in [34] and power forecasting presented
in [34] as a baseline method. The average forecasting errors for
15 minutes horizons of the energy and power forecasting are
about 12% and 20%, respectively. As an ideal case, we employ
the perfect forecasting method assumed that the forecasting er-
ror for both time scale is 0%. Besides, in order to investigate
the effect of battery sizing, the battery capacity is also changed
from 3kWh to 18kWh.

Figure 7 shows the results of the electric bill for various PV
forecasting errors and battery capacities, and the detailed val-
ues of the electric bill are also shown in Table 6. In Figure 7,
the black line indicates the electric bill in case of the perfect
forecasting, and the red and blue line denotes that in case of the
energy and power forecasting for fine-grained time scale, re-
spectively. As can be seen from these results, the battery size is
too large such as 18 kWh, the improvement of the electric bill is
often saturated. On the other hand, looking at the forecasting er-
ror for the coarse-grained time scale, when the battery capacity
is larger than 9kWh, the smaller the forecasting error, the lower
the electric bill. However, when the battery capacity is 3 or 6
kWh, the prediction error of coarse-grain does not have much
effect on the electricity bill. On the other hand, focusing on
the PV forecasting scheme for the fine-grained time scale, the
better forecasting scheme, i.e., the energy forecasting, greatly
improves the electric bill. Therefore, it is clearly indicated that
the accuracy of the forecasting scheme for the fine-grained time
scale is a significant factor for the performance of the energy
management. As a remarkable result, a 10% improvement in
fine-grain forecast error is equivalent to a 30-50% reduction in
battery size to achieve the same electric bill.

6. Summary

In this paper, an online multi-time scale energy management
framework for a smart PV system is proposed. In the proposed
framework, a model predictive control (MPC) approach is em-
ployed that uses PV generation forecasting as input to deal with
the highly fluctuating PV generation. Moreover, the proposed
framework solves three interconnected optimization problems

9

Confidential



Table 6: Detailed values of electric bill for 10 days in JPY with different PV forecasting errors and battery capacities

Battery capacity Perfect
forecasting

Forecasting scheme for coarse-grained
Energy forecasting (error <12%) Power forecasting (error <20%)

Forecast error for fine-grained Forecast error for fine-grained
20% 30% 40% 20% 30% 40%

3kWh 3450 3558 3529 3579 3610 3570 3612
6kWh 3146 3309 3292 3360 3437 3404 3477
9kWh 3025 3181 3227 3272 3334 3381 3420

12kWh 2821 3037 3118 3171 3202 3289 3353
15kWh 2739 3004 3094 3185 3182 3271 3379
18kWh 2719 3027 3092 3205 3193 3281 3384

Figure 7: Results of electric bill for 10 days under scenarios with different PV
forecasting errors and battery capacities

using the multi-time scale structure, considering long and short-
term system dynamics simultaneously. The multi-time scale
consists of two-time scales that are the coarse-grained and fine-
grained time scale. In the coarse-grained time scale, the smart
appliances are scheduled to shift the operating time; also, the
battery charge/discharge profiles are optimized to deal with the
daily variation of the PV generation and demand. In the fine-
grained time scale, the battery’s precise control is realized by
introducing an accurate battery model that is combined with the
fine-grained PV forecasting model. The results are compared
with representative baseline methods and demonstrate that the
proposed framework allows a reduction of the electric bill un-
der different scenarios up to a maximum of 48.1%. Moreover,
the impact of the PV forecasting error and the battery capac-
ity on the performance of the proposed framework are inves-
tigated. If an accurate PV forecasting model is introduced, a
significant reduction of the electric bill can be obtained even
with small batteries. Therefore, the combination of accurate
PV forecasting and the proposed energy management frame-
work would lead to a reduction of the installation cost since
a smaller battery system could be used. Future work includes
extending the proposed framework to multi-objective optimiza-
tion for maximizing user comfort and minimizing system cost.
In particular, the HVAC system must be considered [42, 43, 44].
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O. Duque-Pérez, F. Santos Garcı́a, A review of strategies for building
energy management system: Model predictive control, demand side man-
agement, optimization, and fault detect & diagnosis, Journal of Building
Engineering 33 (2021) 101692.

[7] A. Merabet, K. Tawfique Ahmed, H. Ibrahim, R. Beguenane, A. M. Y. M.
Ghias, Energy management and control system for laboratory scale mi-
crogrid based Wind-PV-Battery, IEEE Transactions on Sustainable En-
ergy 8 (1) (2017) 145–154.

[8] D. Azuatalam, K. Paridari, Y. Ma, M. Förstl, A. C. Chapman, G. Verbič,
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