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1 Introduction and Methodology

As Artificial Intelligence (AI) becomes more relevant in various fields, interac-
tions between humans and artificial agents will become more and more common.
In order to be trustworthy and acceptable as assistive agents, such agents should
be able to predict and account for human preferences. In strategic situations as
modelled in game theory, humans will often deviate from predicted equilibrium
models. While it has been shown that AI agents can be trained to reach su-
perhuman performance in zero-sum games like poker, their learned policies do
not reflect typical human strategies and therefore are not suited to predict the
actions of humans. However, this does not mean that humans act in an unpre-
dictable manner, they follow their own preferences, that take into account both
their opponent’s actions and the context of the interaction. While a big part
of AI research has been focusing on beating the opponent in zero-sum games,
most interactions are actually “mixed motive”, which means that the interests
of the players are not completely aligned, but also not solely competitive. Since
the goal of AI is to aid human decision-making, the problem then becomes: how
can AI optimize for human social preferences that are not easily hard-coded but
change according to different parameters?

To tackle this question we use a classical mixed-motive game: the Prisoner’s
Dilemma (PD). Specifically, we focus on repeated interactions as they provide
more diverse insights on how human preferences might change in accordance to
the actions of the opponent. For this purpose we will use empirical data from the
two-player iterated PD to illustrate the aforementioned dynamics [3]. To help AI
infer human preferences in such setting we turn to Imitation Learning techniques,
specifically the Bayesian Inverse Reinforcement Learning (BIRL) method [7]. As
in Inverse Reinforcement Learning (IRL) [6], BIRL extracts the reward function
from any given set of demonstrations with the added value that BIRL takes a
probabilistic view of the reward. This means that, with BIRL, we can incorporate
domain knowledge to choose the prior that selects from the (infinitely) many
possible rewards for which the observed actions would be optimal.
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2 Results and Discussion

First, we tested whether the rewards humans follow are stationary. For this pur-
pose we tested agents with different memory capacity about previous rounds of
play. In Fig. a we show the results: it is clear that higher memory agents outper-
form the lower memory agents. Even larger memories were tested, but showed a
decline in performance, suggesting that general human behavior is only station-
ary for a certain time frame.

To incorporate domain knowledge, in opposition to keeping the Uniform prior
used in the baseline, we used an adapted version of the Ising prior [1]. We chose
that for two reasons: to give more relevance to the more recent rounds when
predicting the next [2, 5] and to emphasize a clear choice between the available
actions by the expert. The results are seen in Fig. b where the 5-memory agent
has the most significant increase in performance. This shows that a well con-
structed prior, using domain knowledge, can significantly help agents in their
performance, even when there is not much data available to them.

The transition probabilities in the baseline model, which define the beliefs of
the expert about their opponent’s action, assumed equal chance of either action.
To test different transition probabilities, we follow the principles of theory of the
mind [4] and test whether assuming that the expert is able to correctly predict
their opponent every period will influence accuracy. From the results in Fig. b
we see that the accuracy increases very slightly, suggesting that even though
perfect prediction is not realistic, randomness seems to perform worse.

(a) Average amount of errors for the base-
line agent comparing different observation
memories

(b) Average accuracy comparing 3 differ-
ent agent setups on agents with memory
5 and 30

In conclusion we show that incorporating domain knowledge and probing the
expert’s beliefs increase the accuracy of the imitation technique used. The first
proving to greatly increase the performance of the agent even for situations with
small amount of available data (lower memory setups).
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