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Research on human eye image processing and iris recognition has grown steadily over the last few decades. It is
important for researchers interested in this discipline to know the relevant datasets in this area to (i) be able to
compare their results and (ii) speed up their research using existing datasets rather than creating custom
datasets. In this paper, we provide a comprehensive overview of the existing publicly available datasets and
their popularity in the research community using a bibliometric approach. We reviewed 158 different iris
datasets referenced from the 689 most relevant research articles indexed by the Web of Science online library.
We categorized the datasets and described the properties important for performing relevant research. We pro-
vide anoverviewof thedatabases per category to help investigators conducting research in thedomain of iris rec-
ognition to identify relevant datasets.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Publicly available datasets of human iris images play a major role in
research into iris recognition.Most of the available datasets share a sub-
stantial number of properties (e.g., near-infrared imaging) andmeet the
requirements of the widespread and de facto standard recognition
method introduced by John Daugman [1]. With the recent popularity
of mobile computing and deep learning in biometrics, new databases
have been introduced, containing more challenging images of irises. It
can be difficult for newcomers to the iris recognition field to identify
the major and appropriate databases suitable for their research topics.
When entering or conducting research in biometrics, researchers typi-
cally go through an extensive amount of published work to identify
the state-of-the-art methods, data sources, and benchmark datasets.
However, many of the datasets, either very popular benchmarks or
niche datasets, are not available, despite the claims of the authors, due
to a variety of reasons. Although there are public search engines1 provid-
ing access to freely available research datasets, biometric datasets are typ-
ically not included. Due to the personal nature of the data, the dataset
providers typically allow their use only for noncommercial research pur-
poses. In addition, authors typically follow the access carefully and require
a signature from the researcher or a legal representative of the research
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institution. This adds additional constraints that limit the popularity of
certain datasets among researchers.

Themain purpose of thiswork is to help navigate among the 158 da-
tabases used in iris recognition research that are often declared to be
publicly available or not explicitly stated otherwise. In this paper, we re-
view existing and publicly available (for research purposes) datasets of
human irises. We categorized the datasets based on the research areas
for which they are suitable. In particular, we focus on the imaging pro-
cess with respect to current trends in imaging. We created a list of the
databases by (i) reviewing the relevant journal papers indexed by the
Web of Science library and (ii) by searching through online search en-
gines. We also analyze the popularity of the databases and, based on
that analysis, we discuss trends in iris imaging. Within the analysis,
we also critically reviewed the databases to understand their suitability
for particular iris recognition research tasks.

In addition to reviewing the datasets, we also attempted to identify
the original reference (the first publication, if it exists) introducing the
dataset as well as the earliest research performed and published using
the dataset. We also report the number of classes and iris images
contained in each dataset, as these are often themost important proper-
ties (for data-driven research, e.g., machine-learning approaches).

We reviewed 689 papers on iris recognition or related research from
the most relevant journals. Based on the review, we aim to answer the
following research questions (RQs):

1. RQ 1: What are the existing and available databases?
2. RQ 2: What are the most popular iris databases?
3. RQ 3: What are the differences, downsides, and commonalities

among the databases?
er the CC BY license

http://crossmark.crossref.org/dialog/?doi=10.1016/j.imavis.2021.104109&domain=pdf
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.imavis.2021.104109
mailto:lomelina@etrovub.be
mailto:jozef.goga@stuba.sk
mailto:jarmila.pavlovicova@stuba.sk
mailto:milos.oravec@stuba.sk
mailto:bjansen@etrovub.be
https://toolbox.google.com/datasetsearch
https://toolbox.google.com/datasetsearch
https://doi.org/10.1016/j.imavis.2021.104109
http://creativecommons.org/licenses/by/4.0/
http://www.sciencedirect.com/science/journal/
www.elsevier.com/locate/imavis


L. Omelina, J. Goga, J. Pavlovicova et al. Image and Vision Computing 108 (2021) 104109
4. RQ4:What are the commonproperties of the popular databases?
5. RQ 5: What areas in the field of iris recognition lack an available

database?
6. RQ 6: What are appropriate recommendations for creating an

iris database?

The rest of this article is organized as follows. Section 2 provides a
description of related work, mainly other reviews or surveys related to
iris recognition. In section 3, we present the results of a bibliometric
analysis where we answer RQ 1 and RQ 2. Section 4, reviewing existing
databases and answering RQ 3, presents a critical review and compari-
son of existing iris databases. In section 5, we describe common attri-
butes of the popular databases, answering RQ 4. In section 6, we
discuss limitations and areas with underdeveloped datasets (answering
RQ 5) and formulate general recommendations for creating new
datasets (RQ 6) to reach scientific relevance (section 8).

2. Related work

There are multiple review papers on the topic of iris recognition and
eye image processing. These surveys focus on processing and recogni-
tion and devote only a limited space to discussing available datasets.

Nguyen et al. [2] provided an extensive survey of long-range iris rec-
ognition. They discuss existing systems and their limitations; however,
they only briefly discuss three publicly available datasets, MBGC,
UBIRIS V2.0, and CASIA-Iris-Distance. The authors discuss limitations
of the recognition methods. However, it is not clear whether the pre-
sented datasets are sufficient for future research (e.g., due to limitations
in hardware, mainly sensors and optics).

Alonso-Fernandez & Bigun [3] reviewed research related to
periocular biometrics. The authors briefly describe five publicly avail-
able iris datasets and four periocular datasets (often also used for iris
recognition research, although the captured iris is typically very small,
50 pixels). The authors also point out the limitations of sensors and
see a future for imaging at a distance, but do not explain why the se-
lected databases would have future perspectives.

While Farmanullah [4] provided an extensive review of segmenta-
tion methods for non-ideal and unconstrained biometric iris systems,
together with results on 21 datasets, he omits any description of the
datasets used or reasons for selecting them.

DeMarsico et al. [5] provided a survey ofmachine-learningmethods
for iris recognition. While the authors provide results on 11 publicly
available datasets, actual comparisons and descriptions of the datasets
are absent. While most of the results are performed on the CASIA Iris
Dataset v.1, they concluded that more extensive experimentation on
the later datasets is needed.

In their survey on understanding iris images, Bowyer et al. [6] se-
lected and described 10 datasets. However, one of them is no longer
available (BATH), and two datasets, ICE2005 and ICE2006, are available
only within a much larger dataset, ND-IRIS-0405, where it is not clear
which files correspond to which particular datasets.2

Neves et al. [7] described biometric recognition in surveillance sce-
narios. The authors refer to four iris datasets with limited descriptions.
They refer to the datasets as the main biometric datasets; however, as
we show later (see Section 3), there are other datasets with higher sig-
nificance (in terms of impact) for the research community.

Rattani and Derakhshani [8] provided a survey of methods for ocular
recognition in the visible spectrum. The authors describe seven datasets
collected in the visible spectrum.However, somedatasetsmentioned by
the authors are no longer available, despite the claims of the original au-
thors of the datasets.3
2 The ND-IRIS-0405 dataset contains a description of the files that were used in the ICE
2005 challenge. However, ICE 2006 files are not explicitly described.

3 For example, despite multiple attempts to obtain the VSSIRIS dataset [9] and
contacting the authors, we were not able to download it.

2

There are other reviews [10,11] on the topic of iris segmentation and
recognition; however, the authors do not discuss available datasets.

3. Popularity of databases

Using themost appropriate dataset for a given problem is a basic as-
sumption for the successful validation of any scientific method. To the
best of our knowledge, currently there is no extensive review of avail-
able iris image datasets; therefore, it is difficult to select the appropriate
dataset. The selection process involves extensive and time-consuming
research, which is often a reason for creating a custom dataset instead.
Authors typically justify the new database by reviewing a few (up to
five) empirically chosen popular databases that are often unrelated to
the present research (e.g., [12,13]).

In this section, we discuss the popularity of iris image databases
based on bibliometric research and provide statistical information
about the available ones. The popularity of databases helps identify re-
search areas that receive low attention. The quantified popularity of
iris databases is also useful as an indicator of research trends and under-
developed areas. We define popularity as the citation rank within the
selected library. Next, we describe our systematic review of the
literature.

Owing to space constraints, the complete list of identified databases
(with details) and the list of reviewed publications can be found in the
supplementary materials.

3.1. Identification of relevant studies

There are many sources of literature relevant to iris recognition. For
the purpose of this survey, we focused on the most scientifically rele-
vant papers, that is, studies that have the highest impact on the research
community. Therefore, we selected theWeb of Science online library, as
many of themost-cited publications in iris recognition known to the au-
thors of this study, are indexed by this library.

We selected 1,012 journal articles listed in theWeb of Science online li-
brary. We searched for the simultaneous presence of two keywords: “iris”
and “recognition.”We limited the search to (i) English language, (ii) Sci-
ence Citation Index Expanded, and (iii) only the research areas:
COMPUTER SCIENCE, ENGINEERING, IMAGING SCIENCE PHOTOGRAPHIC
TECHNOLOGY, OPTICS, TELECOMMUNICATIONS, MATHEMATICAL COM-
PUTATIONAL BIOLOGY, AUTOMATION CONTROL SYSTEMS, MATHEMAT-
ICS, SCIENCE TECHNOLOGY OTHER TOPICS, and ROBOTICS.

3.2. Primary study selection and study quality assessment

From the 1,012 studies, we selected 689 relevant articles, that is, the
articles where authors report the use of at least one iris image database
in their research. The relevant articles were selected based on the ab-
stract, description of the experiment (most of the time an experimental
results section) and conclusion. We excluded:

• articles that appeared in the search results but are not related to
research of the human iris (e.g. studies that referred to the popu-
lar iris flower data set),

• duplicates or the same studies published in different sources, and
• studies that are related to human iris, but do not use any iris

database in the research (review studies, iris enrollment
methods, etc.).

Some iris databases (e.g., the CASIA Iris Database) are continuously
evolving, and the number of included images is increasing. Despite the
existence of release versions of the CASIA database, some reviewed pa-
pers have used intermediate versions that do not correspond to any ver-
sion published online. In such cases, we classified the database to the
closest release version available in terms of the number of images.



Fig. 1. Popularity of iris image databases. The treemap chart shows the cited databases with the number of citations among the reviewed publications.
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3.3. Review results and databases used

Based on our research, we found that 57.37% (397) of the publica-
tions evaluated their method only on one database, and the average
number of databases used was 1.87 per publication (see Fig. 2 for
more details). 30.35% (210) of publications were evaluated on custom
(non-published) databases, where 22.54% (156) publications used
only a custom database.

The overall popularity (in terms of uses and citations) of the data-
bases is illustrated in Fig. 1. The iris databases produced by the Chinese
Academy of Sciences (CASIA) are the most popular and have been used
Fig. 2.Histogramof database usage per publication. The averagenumber of databases used
in a publication was 1.87.

3

453 times in 305 articles, or in more than 44% of the studies. Actually,
the CASIA Iris Database v. 1, although being obsolete [14], is still the
most popular and most cited iris image database (used mostly as a
benchmark in 144 (21%) studies).

To help navigate the existing publicly available databases, we pro-
vide descriptions and compare several characteristics, focusing on the
suitability of the databases for particular research topics. The definition
of “publicly available” is rather loose in this domain and is especially
sensitive due to the nature of the data. Most of the databases require
signing a license agreement to obtain a copy. However, this is under-
standable, as it provides legal protection for the people whose data is
contained in the database as well as for the authors of the databases.
In addition, many authors put additional constrains, mainly:

• the placement of an acknowledgment in the published studies
that use the database

• a citation reference to the paper introducing the database
• a citation reference to other papers

We searched the publications and online resources for publicly
available databases, where we identified 158 existing databases used
in the research. Out of 158, 57% 78 of the databases had at least two ci-
tations within the studies we reviewed. We attempted to obtain a copy
of each database to verify its availability. The results are summarized in
Fig. 3. We could access 81 of the 158 identified databases free of charge.
We sent aminimumof two requests by e-mail via different institutions;
where possible, we also reached the authors via phone. For 29
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databases, we received no response; 34 databases are private or not
available anymore; 7 databases are available for a fee and one database
was available for joint research only. Because joint research usually in-
cludes sharing of the intellectual property rights, we did not consider
these databases as publicly available.

From the descriptions of the databases, we studied the spectrum in
which the images were captured (see Fig. 4). 102 databases were cap-
tured (out of 158) in the near-infrared spectrum; 35 databases were
captured in the visible spectrum, and 16 databases were captured in
both the visible spectrum and near-infrared spectrum. We verified the
number of samples in the available databases and the spectral domain
in which the images were taken (see Fig. 5). There were 1,378,867 iris
images in the available databases combined, where the number of
near-infrared spectrum images is substantially larger (1,257,468) than
the number of images captured in the visible spectrum (138,989).

4. Databases

Early research on iris recognition was performed on datasets that
were not publicly available, but were collected by each research group
separately, often even for a specific study or paper. One of the first con-
sistently reported results was obtained by John Daugman when using
the UAE database (publicly unavailable). The first publicly available
dataset was CASIA v. 1 [15], introduced in 2003. Since then, the CASIA
database (including its updated versions) has become themost popular
benchmark for the evaluation of iris recognition methods.

With the popularity of iris recognition in various use-cases, there has
been a need for additional benchmarks, and therefore, new publicly
available databases of human iris images. Each new database typically
exploits one or more properties of iris recognition. These properties
can be split into two groups: intrinsic properties and extrinsic properties.

• Intrinsic properties are inherent to the technology or the acquisition
process. For instance, the spectrum at which the iris is captured
(near infrared (NIR) or visible), the size of the iris in the image,
and the sensor type (dedicated or integrated in a mobile device).

• Extrinsic properties are not related to technology but are typically
related to the use case. For instance, the influence of aging, images
captured under unconstrained conditions (influence of glasses,
specular reflections, outdoor imaging, etc.), and the possibility
of spoofing with an artificial iris.

In this section,we provide descriptions of the identified research da-
tabases.We identified 158databases that aremostly declared to bepub-
licly available for research purposes. We divided the databases into six
groups: (i) databases collected in a controlled environment, (ii) syn-
thetic databases, (iii)multimodal databases, (iv)databases exploring in-
trinsic properties, (v) databases exploring extrinsic properties, and (vi)
uncommon research databases.
Fig. 3. Availability of iris databases.
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4.1. Controlled environment

Early publicly available datasets were captured in a controlled envi-
ronment where the different properties, both extrinsic and intrinsic,
were kept constant. The aimof these databases is to perform fundamen-
tal research and to evaluate the actual variability of irises and the re-
peatability of the capture over time, where changes in the
environment could negatively influence the evaluation. A list of the da-
tabases collected for this purpose is summarized in Table 2 and sample
images from these databases are shown in Fig. 6. Because early research
on iris recognition has focused on the development of fundamental as-
pects of recognition methods, the capture process and environment
were constrained to iris imaging. This also includes the number of ses-
sions, typically two, in which the iris images were collected. In addition,
sessions are typically organized within a short time span and use a sin-
gle sensor. Data collection organized inmore than two sessions is an ex-
ception. We identified that only eight databases (out of 158) were
collected in three or more sessions (see Table 1).

The first publicly available database was the CASIA Iris Database v.1
[26] collected by the National Laboratory of Pattern Recognition, Insti-
tute of Automation, CASIA. The database was captured by a custom-
made NIR camera, and the authors of this database manually processed
the images by replacing the pupil area (and the specular reflections)
with a constant intensity value. Because the manual intervention
made the problem artificially simple, it is not recommended to use
this database in iris biometrics research [14] as results obtained from
this database might be misleading. Since the initial release of CASIA
v.1, the database was continuously updated to the current CASIA v.4
[27]. In addition, the structuring introduced in the newer version
helps to explore the influence of different effects, for example,
intra-class variations (CASIA-Iris-Lamp), correlations in twins (CASIA-
Iris-Twins), influence of the capture distance (CASIA-Iris-Distance),
cross-sensor compatibility, influence of aging, and unconstrained cap-
ture from mobile devices (CASIA-Iris-Mobile-V1.0).

CASIA-IrisV4-Interval [27] contains 2,639 images (395 classes) cap-
tured by a custom NIR camera in an indoor environment. The database
is well-suited to study the detailed features of iris texture.

CASIA-IrisV4-Lamp [27] contains 16,212 images (819 classes) cap-
tured by a dedicated iris scanner (OKI Irispass-H). The imageswere cap-
tured in an indoor environmentwith lamps (visible light illumination of
the rooms) both on and off.

CASIA-IrisV4-Thousand [27] contains 20,000 images (2,000 classes)
captured by a dedicated iris scanner (Irisking IKEMB-100). Similar to the
CASIA-IrisV4-Lamp, the images were captured in an indoor environ-
ment with lamps (visible light illumination of the rooms) both on and
off. This database was the first publicly available iris database with
more than 1,000 subjects.

In 2007, the IIT Delhi Iris Database (IITD-V1) [28,29]was introduced.
It contains 1,120 NIR images (224 classes) captured in a constrained en-
vironment and is limited to Indian subjects.

The CUHK Iris Image Dataset [30,31] contains 254 images (36 clas-
ses) captured in the NIR spectrum. This database was among the first
publicly available iris databases but is rather small in size.

4.2. Synthetic iris databases

Collecting a large - scale iris database publicly available (for research
purposes) is legally and logistically a difficult task. Due to possible con-
straints (logistic, privacy, scale, etc.) during the collection of real bio-
metric data, databases with synthetic samples offer a possible
alternative. With the evolution of computer graphics it is possible to
generate synthetic iris images that have properties similar to real iris
scans. In addition, almost all factors influencing data collection
(e.g., noise, eye rotation, reflections, iris structure) can be controlled
better than during real data collection. The protocol is typically replaced
by methods and steps with which the samples are produced. Although



Fig. 4. Databases divided according to the spectrum inwhich theywere captured. “Other”
means non-visible and non-near-infrared spectrum, e.g., near-ultraviolet or thermal
spectra.

Fig. 6. Iris images from datasets captured in controlled environments.

Table 1
Available databases collected in 3 or more sessions.

Database name Number of
sessions

Year Number of
images (classes)

ND-CrossSensor-Iris 2012 [16] 27 2012 117,503 (1352)
ND-CrossSensor-Iris 2013 [17] 27 2013 116,564 (1352)
WVU Twins Day Dataset
2010–2015 [18–20]

5 2010 N/A (152+)

CASIA-IrisV1 Aging [21,22] 4 2014 36,240 (100)
ND-TimeLapse-Iris 2012 [23,24] 4 2012 6797 (46)
BiosecurID 4 2009 3200 (800)
ND-IrisTemplate-Aging
2008–2010 [25]

3 2012 11,776 (176 ∪ 314 ∪ 362)

Table 2
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the synthetic samples can be better controlled, the databases with real
biometric data are still the ultimate benchmark. Existing datasets con-
taining synthetic iris images are summarized in Table 3 and example
images from these databases are shown in Fig. 7.

The WVU Synthetic Texture Based Iris Dataset [36] contains 7,000
synthetic iris NIR images of 1,000 classes using a texture-based ap-
proach [35]. The database was created using a computational model
that generated iris textures representing the global iris appearance.

The WVU Synthetic Model Based Iris Dataset [34] contains 160,000
synthetic NIR iris images in 10,000 classes generated using a model-
based and anatomy - based approach [33]. Forty controllable parame-
ters were used (e.g., iris size, pupil size, and fiber size) to generate
these images, resulting in a diverse database simulating effects like
noise, rotation, blur, motion blur, low contrast, and specular reflections.

The CASIA-IrisV4-Syn [27] database contains 10,000 images in 1,000
classes created by processing the images of real irises and applying
patch-based sampling to create a new prototype from which the new
images were created [32]. The database contains images generated
using the CASIA-IrisV1 database [26].

Although existing databases of synthetic iris images contain sub-
stantially more images than real iris image databases, their popularity
remains limited. We speculate that the reasons are twofold: (i) there
is uncertainty regarding the degree to which synthetic iris images
share the properties and quality of real iris scans, and (ii) despite noper-
sonal information being involved, the databases are available only on
requests, requiring signing a written license agreement. In addition, all
synthetic databases are designed to match the properties of real iris
codes when the traditional Daugman's method is used. More recently,
Fig. 5. Number of publicly available iris images (from the available databases reviewed)
divided based on the spectrum in which they were taken.

Table 3
Synthetic iris databases.

Database name Generation
method

Number of images
(classes)

WVU Synthetic Model Based Iris Dataset
[33,34]

3D model 160,000 (10,000)

CASIA-IrisV4-Syn [27,32] texture 10,000 (1,000)
WVU Synthetic Texture Based Iris
Dataset [35,36]

texture 7,000 (1,000)

Databases of iris images captured in controlled environments.

Database name Number of images (classes)

CASIA-IrisV4-Thousand [27] 20,000 (2,000)
CASIA-IrisV4-Lamp [27] 16,212 (819)
CASIA-IrisV4-Interval [27] 2,639 (395)
IITD-V1 [28,29] 1,120 (224)
CUHK Iris Image Dataset [30,31] 254 (36)

5



Fig. 7. Synthetic iris images.

Table 4
Multimodal databases containing iris modalities.

Database name Modalities other than iris Number of
iris images
(classes)

Clarkson University MBDC
[38]

Face, Voice, Fingerprint, Palmprint 7,629 (494)

West Virginia University
MBDC, release 1 [38]

Face, Voice, Fingerprint, Hand
Geometry, Palmprint

3,043 (462)

Q-FIRE [39,40] Face 1,800 (390)
+ video
sequences

SDUMLA-HMT [43,44] Face, Iris, Finger Vein, Fingerprint, Gait 1,060 (212)
Iris Cornea Dataset [41,42] Iris texture, Corneal shape 780 (78)
West Virginia University
MBDC, release 2 [38]

Face, Face video with voice, Fingerprint,
Hand geometry, Palmprint

763 (144)

Fig. 8. Iris images from multimodal databases. The subsets of the MBDC database (from
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machine-learning-based approaches (e.g., convolutional neural net-
works) could learn incorrect features or introduce bias into the trained
model. However, recent research also includes liveness detection,
where the goal is to detect artificially generated irises with a specific
code to prevent potential attacks.

4.3. Multimodal databases

Using multiple biometric characteristics simultaneously in a multi-
modal system can significantly improve the identification accuracy
[37]. Authors often opt for creating amultimodal database by combining
existing datasets and assuming statistical independence of the com-
bined characteristics. To verify and overcome this assumption, multiple
multimodal databases have been collected (see Table 4 and sample im-
ages in Fig. 8).

The Center for Identification Technology Research4 organized sev-
eral biometric collections, including a collection of iris images. TheMul-
timodal Biometric Dataset Collections (MBDC) were captured at two
institutes, West Virginia University and Clarkson University, resulting
in three multimodal databases that included iris modality. The irises
were scanned using the OKI IRISPASS-h iris scanner and included in
the three databases. The face data in these databases are not available
in combination with other modalities (only as a single subset), to pre-
vent identifying individuals and protect their privacy.

The first release of theWest Virginia University MBDC database (a.k.
a. BIOMDATA-V1) [38] contains 3,043 iris images of 231 subjects (462
classes). The iris modality is combined with five other modalities
(face, voice, fingerprint, hand geometry, and palmprint) and additional
soft-biometric information, such as height, weight, age, ethnicity, and
gender. The number of sessions per subject varied across the database.
The second release from the West Virginia University MBDC database
(BIOMDATA-V2) [38] contains 763 iris images of 72 subjects (144 clas-
ses) captured by the same iris scanner. The main difference is that
BIOMDATA-V2 also contains facial videos with voice.

The Clarkson UniversityMBDC database contains 7629 iris images of
247 subjects (494 classes) and contains face, voice, fingerprint, and
palmprint modalities. Unlike the BIOMDATA-V1 and BIOMDATA-V2
databases, it does not contain hand geometry modality, and the finger-
prints were scanned using four different scanners.

The Quality-Face/Iris Research Ensemble (Q-FIRE) database [39,40],
also collected at Clarkson University, is a multimodal database contain-
ing 2,800 iris images (390 classes) scanned with a dedicated iris scan-
ner. In addition, it contains NIR iris videos (approximately 3,000
frames per subject, 586,560 iris frames combined) and facial images
4 https://citer.clarkson.edu/
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captured by standard color cameras. The subjects were captured at var-
ious distances, making the dataset interesting for research into iris im-
aging at a distance.

The Iris Cornea Dataset [41,42], created at the Université de Mon-
tréal, is a multimodal database that contains iris images (in the visible
domain) combined with the three-dimensional topographical shapes
of the corneas. The images were scanned with two different devices. A
simple Plugable USB 2.0 Microscope webcam was used for the iris,
and a Pentacam HR topographer was used for scanning the cornea.
The database contains 780 iris images of 39 subjects (78 classes).

The Homologous Multi-modal Traits Database [43,44] was devel-
oped at Shandong University, in theMachine Learning and Applications
Group (SDUMLA-HMT) and contains 1,060 iris images (212 classes).
The database was captured in the NIR spectrum by a custom capturing
device.

4.4. Intrinsic properties

Intrinsic properties cover properties within the technological setup
and execution during the iris acquisition process. These properties influ-
ence the design of the recognition system and typically do not change
after deployment. Active research also covers (but not only):
Clarkson University and West Virginia University) were collected using the same sensor
and at the same event and contain similar types of images.

https://citer.clarkson.edu/


Fig. 9. Iris images captured at a distance.
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• spectrum in which the iris was imaged
• size of the iris in the acquired image
• cross-sensor compatibility
• image acquisition distance

Although the ideal size of the iris in an image has been well studied,
many of the reported results were performed on simulated or
downsampled images. The downsampling process does not result in
identical images, owing to different sensor sizes and iris distances
(e.g., due to noise or sensor filters) and therefore does not fully corre-
spond to realistic environments. Daugman recommended a minimum
iris radius of 70 pixels, but 100 to 140 pixels ismore typical in field trials
[45]. The National Institute of Standards and Technology (NIST) stan-
dard and reports follow prior research and refer to an iris radius of at
least 100 pixels. While theoretical limitations can point towards a spe-
cific size of the iris, the ideal size is influenced by multiple variables,
such as noise, quality of the optics (mainly diffraction, which limits spa-
tial resolution), and sensor type and sensitivity.

4.4.1. Iris imaging at a distance
One of themost active topics in iris recognition is the problem of iris

imaging at a distance. Traditional iris recognition systems achieve near-
perfect false match rates and false non-match rates; however, they re-
quire collaboration of the subject, constrained illumination, and a
short imaging distance. Iris imaging at a distance refers to a group of
several problems related to image acquisition and their solutions, such
that traditional recognition methods can be applied. Table 5 lists the
available databases of iris images captured at a distance (See Fig. 9 for
the sample images).

Acquiring iris images at a distance comes with the following issues:
• Iris size - with increasing distance between the subject and

camera, larger focal lengths are used for imaging.
• Amount of light reflected from the iris - It is a challenging

engineering problem to develop artificial lighting at larger dis-
tances that is safe and convenient, therefore many studies focus
on imaging under natural lighting, frequently in the visible spec-
trum.Additionally, because an iris is a relatively small object com-
pared to the imaging distance, researchers chose optical systems
with large apertures to increase the amount of incoming light.

• Focus - optical systems with a larger aperture have a smaller
depth of focus. This means that the optical system must perform
a focusing operation and maintain the image in focus while
imaging.

• Motion blur - the problem of imaging an iris at a distance usually
includes non-cooperative imaging, i.e., subjects are prone to be in
motion, producing motion blur in the resulting image. To over-
come this issue, a mechanical system of mirrors can be used for
efficient tracking of the subject.

We identified several publicly available iris databases designed to
study iris imaging at a distance (Table 2).

The UBIRIS-V2 [46] database contains 11,102 images of 261 subjects
(522 classes). The images in the database were captured under visible
light (using a Canon EOS 5D DSLR camera) and simulated less-
constrained or non-constrained environments, that is, occlusion of the
iris texture while the subject was walking towards the camera from 8 to
Table 5
Databases of iris images captured at a distance.

Database name Capturing distance (m) Number of images (classes)

UBIRIS-V2 [46] 4–8 11,102 (522)
UBIPr [47] 4,5,6,7,8 10,950 (522)
CASIA-V4-Distance [27,48] ≥ 3 2,567 (284)
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4maway. TheUBIPr [47] database contains 10,950 images of 261 subjects
(522 classes). The UBIPr database is a version of the UBIRIS-V2 database
with images cropped wider to contain the ocular area for periocular rec-
ognition research. The CASIA-V4-Distance [27,48] database contains
2,567 images of 142 subjects (284 classes). The images were captured
using a self-developedmultimodal long-range acquisition systemat a dis-
tance of 3 m (the exact distance per image is not clear).

4.4.2. Smartphone/Mobile databases
With the spread of smartphones, many researchers have started to

work on iris recognition in the mobile environment. Because these de-
vices already have built-in, rather high-resolution cameras, a relevant
research question is whether it is possible to use it for iris recognition
tasks. Using built-in cameras means using the visible spectrum instead
of NIR. Recognizing the iris in the visible spectrum poses additional
challenges, for instance, a wider variety of environmental conditions,
wide-angle optical systems, and passive lighting. Because the use of
built-in color cameras is a challenging task, some research groups
have developed extensionmoduleswith anNIR camera and active light-
ing.With the research on iris recognition on smartphones, smartphone-
captured datasets have also been introduced. Table 6 summarizes the
available databases of iris images captured on mobile devices, and
Fig. 10 shows sample images from these databases.

CASIA Iris M1 (mobile) [51,52] is a database containing three sub-
sets: S1 [53], S2 [61], and S3 [53]. The database was collected with a
custom-made NIR iris imaging module (S1 and S2 with an improved
version of the module) and a mobile phone with an integrated NIR
iris-scanning sensor (S3). All scanning devices used active lighting.
The database contains 11,000 images (the three datasets combined)
from 630 subjects. All three datasets contain data in JPEG format. The
capture distance varied from 20 to 30 cm, although it is not clear how
accurate the distance measurements were.

CASIA also publicly released a training database within the BTAS
competition [54], which contains 4,500 images of 150 subjects (150
classes). They used a second version of a custom-built NIR mobile cam-
era module to collect the images. The database includes variations in
distance, non-linear deformations, eyeglasses, and specular reflections.
It is not clear whether the testing part of the dataset is available as we
received no response from the authors.

MICHE DB [55,56,60] is a database created within the Mobile Iris
Challenge Evaluation I/II, organized at the University of Salerno. It was
collected using three state-of-the-art devices5 without additional hard-
ware, and the images were therefore captured in the visible spectrum
using a built-in - in camera application. In contrast to CASIA Iris M1
5 iPhone 5, Samsung Galaxy 4, and Samsung Galaxy Tab



Table 6
Iris image databases created using smartphone devicesa.

Database name Devices Spectrum Number of images (classes)

VISOB [49,50] Frontal cameras of: iPhone 5 s, Samsung Note 4, Oppo N1 VIS 75,428 (1,100)
CASIA Iris M1 (mobile) [51–53] NIR 11,000 (1,260)
subset S1 (custom) CASIA module v.1 NIR 1,400 (140)
subset S2 (custom) CASIA module v.2 NIR 6,000 (400)
subset S3 a phone with iris NIR camera NIR 3,600 (720)

CASIA BTAS [54] (custom) CASIA module v.2 NIR 4,500 (300)
MICHE DB [55–57] iPhone 5, Samsung Galaxy (IV + Tablet II) VIS 3,732 (184)
CSIP [58,59] Xperia Arc S, iPhone 4, THL W200, Huawei Ideos X3 VIS 2,004 (100)

a The authors do not disclosewhether the subjects in the individual subsets of the CASIA IrisM1 (mobile) database overlap. The sumof classes from the three subsets, 1260, assumes no
overlap. If there is overlap, it can be fewer

Table 7
Databases of iris images captured in visible light.

Database name Sensor type Number of images (classes)

UBIRIS-V2 [46] Monochrome 11,102 (522)
UBIRIS-V1 [62] Monochrome 1,877 (241)
MILES [63,64] RGB 832 (50)
UPOL [65,66] RGB 384 (128)
Eye SBU [67,68] RGB 70 (18)
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andBERCMobile-Iris,MICHEwas collected in a relatively unconstrained
environment. The database contains 3,732 images from 92 subjects
(184 classes).

CSIP [58,59] is a database collected at Universidade da Beira Interior
(UBI) and was designed to study the fusion of iris and periocular bio-
metrics. The 2,004 images (100 classes) were captured by 4 different
smartphones (10mobile setups) to enable cross-sensor and varying ac-
quisition scenarios. In addition to the images, an iris segmentationmask
and annotations (participant ID and information on the acquisition con-
ditions) are also provided.

The Visible Light Mobile Ocular Biometric Database (VISOB), [49,50]
is focused on ocular recognition from mobile devices developed within
the International Conference on Image Processing (ICIP) 2016 chal-
lenge, the Competition on Mobile Ocular Biometric Recognition
(CMOBR). The database contains 75,428 images from 550 adult volun-
teers (1,100 classes) captured by 3 different smartphones (iPhone 5 s,
Samsung Note 4, and Oppo N1). Although this database was designed
for ocular recognition, the quality of many images could allow for
research on unconstrained iris recognition. The main downside we
identified is the downscaling of the images to a relatively small size, as
they contain only cropped regions resized to 240 × 160 pixels.
Fig. 10. Iris images captured using smartphones.
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4.4.3. Visible light
Despite NIR being the de-facto standard in iris imaging, much re-

search has focused on visible light imaging. The three most popular da-
tabases in this domain are UBIRIS-V1 [62], UBIRIS-V2 [46], and UPOL
[65,66] (see Table 7 and Fig. 11). These databases together serve as a
benchmark and are referenced by 24.1% of all reviewed iris recognition
papers (UBIRIS-V1: 14.7%, UBIRIS-V2: 8.2%, and UPOL: 3.5%). The UPOL
database contains 384 high-quality iris images of 64 people captured in
an unusually well-constrained environment. The UBIRIS databases con-
tain noisy images captured in a less constrained environment, in the
case of UBIRIS-V2, captured at a distance and on the move. UBIRIS-V1
contains 1,877 images of 241 subjects (241 classes), and UBIRIS-V2 con-
tains 11,102 images of 261 subjects (522 classes).

The MILES database6 [63,64] contains 832 high resolution images
(50 classes) of various pigmentations captured using commercial
Miles cameras designed for capturing iris and sclera.

The Eye SBU [67,68] database was collected at the Shahid Beheshti
University. It contains 70 images (18 classes) captured by a consumer
color camera under various conditions.
4.4.4. Multi-spectral imaging
Multi-spectral imaging involves capturing the iris in multiple spec-

tral bands of light. In addition to theNIR spectrum, researchers often an-
alyze the combination with visible light. Existing databases typically
combine the NIR images with color images (captured by a consumer
color camera with a Bayer filter on the sensor) containing 3 different
spectral bands7 (red, green, and blue). Databases developed for multi-
spectral iris recognition research are summarized in Table 8, and sample
images are shown in Fig. 12.

The PolyU Cross-spectral Iris Image Database [69,70] is a bi-spectral
iris image dataset (a combination of NIR and VIS images) developed to
study cross-spectral iris recognition. It contains 12,540 iris images of
209 subjects. Although the database is presented as bi-spectral, it can
6 Images provided by Miles Research: www.milesresearch.com
7 Despite capturing three different color bands separately, authors often present visible

light images as a single spectrum. Capturing the visible light spectrum in a single band
would require a monochromatic camera with a visible light filter equally distributed
across all pixels.

http://www.milesresearch.com


Fig. 11. Iris images from databases compiled for research into iris recognition in visible
light.

Fig. 12. Iris images captured inmultiple spectra. (The license of the CROSS-EYED database
does not allow us to display the images.)
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be argued that there are actually four spectral bands captured, as color
cameras capture three colors (red, green, and blue) separately.

The CROSS-EYED [71,72] database created for the purpose of the
CROSS-EYED competition [72] contains 11,520 images (240 classes) in
both visible (VIS/RGB) and NIR spectra. This database was captured by
a dual-spectrum sensor acquiring the images synchronously, eliminat-
ing any possible influence of pupil dilation on the reported results.
The images were captured at a distance of 1.5–2 m and contain the oc-
ular region, making it also suitable for periocular recognition.

The IIITD Multi-spectral Periocular Database [73,77] contains 1,240
ocular images captured in three spectral bands (visible, night vision,
andNIR). The database contains 5 images per eye for each of 62 subjects
(124 classes irises) and for each spectrum (1,860 images in total). Im-
ages for the visible and night vision spectra contain the whole ocular
area; therefore, two eyes are in each image. Most of the images are, un-
fortunately, too out-of-focus for iris recognition, and the spectral bands
for the three spectra are not defined by the authors. For instance, it is
unclear whether the images labeled as captured in night vision contain
images in the NIR band or closer to the ultraviolet band, as both of them
are often used in night vision systems. Because the visible color spec-
trum corresponds to regular color images, it can be argued that color
images contain three different bands of visible spectra.

The University of Tehran IRIS (UTIRIS) database [74,75] contains
1,540 (770 per spectrum) images from 79 subjects (158 classes) cap-
tured in the visible spectrum (using a consumer RGB camera) and
Table 8
Databases of iris images captured in multiple-spectra.

Database name Spectra Number of
images (classes)

PolyU Cross-spectral [69,70] NIR, VIS 12,540 (418)
CROSS-EYED [71,72] NIR, VIS 11,520 (240)
IIITD Multi-spectral Periocular [73] NIR, VIS, Night Vision 1,860 (124)
UTIRIS [74,75] NIR, VIS 1,540 (158)
Off Axis/Angle Iris Dataset [76] NIR, VIS 865 (38 ∪ 146)
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near-infrared spectrum. Themain goal of the database is to identify fea-
tures created by melanin pigment in the visible spectrum that are not
available in the near-infrared spectrum [74].

The Off Axis/Angle Iris Dataset, Release 1 [76] collected at West Vir-
ginia University contains 865 images ((146+ 38 classes) captured by a
color camera8 in NIR mode and 597 images (146 classes) captured by a
monochrome camera). The database contains images captured under
different gaze directions (0, 15, and 30 degrees of rotation with respect
to the camera).

4.4.5. Cross-sensor imaging
Thewide and global deployment of iris recognition systems requires

the use of various sensors, often produced by different manufacturers.
Differences in sensor quality and image capturing processes raise ques-
tions about the influence of this variability on iris recognition rates. To
8 The authors used a Sony CyberShot DSC F717 set to night-vision mode.



Fig. 13. Iris images captured by multiple sensors.
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analyze these influences, several cross-sensor iris databases were intro-
duced. Table 9 summarizes the existing cross-sensor databases together
with sensors used for iris capture (see examples in Fig. 13). The existing
databases use only a few different sensors (two or three different cam-
era brands) for capturing the images. Therefore, for a larger evaluation, a
database with more sensors could be introduced. In addition, the de-
scription of the databases does not specify whether multiple different
physical devices of one brandwere used (and howmany) or only a sin-
gle devicewas used. To evaluate the cause of the observed differences, it
would be beneficial to describe the spectral sensitivity, amount of in-
coming light, and properties of the optical system used. The IIITD-
WVU Mobile Iris Spoofing Dataset [78] (a subset of the LivDet Iris
2017 competition [79]) was designed as a cross-database evaluation,
cross-sensor training and testing database where the acquisition envi-
ronments also varied. The trainingpart of the IIITD-WVUdataset is com-
posed of 2,250 real and 1,000 textured contact lens iris images from the
IIIT-Delhi Contact Lens Iris (CLI) database (captured by (i) a Cogent dual
iris sensor (CIS 202) and (ii) a VistaFA2E), and 3,000 print attack images
are selected from the IIITD Iris Spoofing (IIS) database. The testing part
of the IIITD-WVU dataset is a multi-session iris spoofing dataset con-
taining 4,209 iris images (702 classes).

The ND-CrossSensor-Iris-2012 (BTAS-2012) database [16] contains
29,939 images from an LG4000 sensor and 117,503 images from an
LG2200 sensor, where every subject occurs at least twice (1,352 classes
in total). Images captured with the LG2200 sensor are also available in a
post-processed form, given the non-unit pixel aspect ratio (i.e., non-
square pixels) of the sensor.

The ND-CrossSensor-Iris-2013 (BTAS-2013) database [17,80] con-
tains 29,939 images from an LG4000 sensor and 117,503 images from
an LG2200 sensor (1,352 classes in total). This dataset is very similar
to the ND-CrossSensor-Iris-2012 and contains post-processed images
(due to non-square pixels) from the LG2200 sensor.

Within the ICB Competition on Cross-sensor Iris Recognition 2015
(CSIR 2015) [52,81], another publicly available dataset was introduced.
However, only the training dataset containing 8,000 images was intro-
duced. It contains iris images of 200 eyes from 100 subjects, 4,000 im-
ages captured by an IKEMB-220 sensor, and 4,000 images captured by
an EyeGuard AD100 sensor.

The CSIP database [58,59] described in Section 4.4.2 is a database
captured by four mass-market smartphone devices.
4.5. Extrinsic properties

Extrinsic properties are properties related to the use case and envi-
ronment that are not technology related. These properties increase the
Table 9
Cross-sensor iris databases.

Database name Capturing sensor Number
of images
(classes)

ND-CrossSensor-Iris-2012
(BTAS-2012) [16]

LG 2200 EOU, LG iCam 4000 147,442
(1,352)

ND-CrossSensor-Iris-2013
(BTAS-2013) [17,80]

LG 2200 EOU, LG iCam 4000 146,550
(1,352)

IIITD-WVU Mobile Iris
Spoofing [78,79]

Cogent dual iris sensor (CIS 202),
VistaFA2E, IriShield MK2120U

10,459
(702)

CB CSIR 2015 (training
dataset)a [81]

IKEMB-220, EyeGuard AD100 8,000
(200)

CSIP [58,59] XPERIA ARC S, iPhone 4, THL W200,
HUAWEI U8510b

2,004
(100)

a The provided information is for the publicly available training dataset of the ICB
Competition on Cross-sensor Iris Recognition. The testing dataset containing an additional
24,000 images is not publicly available.

b The Xperia Arc S uses the Exmor R CMOS sensor; other devices do not have the sensor
specified by the manufacturers
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variability of the iris features, and this variability cannot be, or can be
onlywith difficulty, technologically reduced. Active research also covers
(but not only):

• influence of aging
• influence of occlusions or contact lenses
• spoofing/liveness detection
• genetic relationship
While some of the databases have been created as a benchmark to

overcome a certain problem (e.g., influence of aging), other databases
serve to verify the quality of existing methods. For instance, although
some iris features are provably genetically related (e.g., iris color), the
features suggested in Daugman'smethod [45] have shown statistical in-
dependence, even in genetically related irises. Methods such as map-
ping or learning the variability presented in the data are typically used
to overcome extrinsic factors. Most of the methods are therefore
based on machine learning rather than being hand-crafted.
4.5.1. Contact lenses
Contact lenses present a challenge to iris recognition as they deform

or interferewith iris patterns. In general, there are three types of contact
lenses: (i) transparent (soft), (ii) color cosmetic (textured), and (iii)
functional. The available databases of iris images capturedwith different
contact lenses are summarized in Table 10, and examples are shown in
Fig. 14.

The largest available database of irises captured with contact lenses,
published by theUniversity of Notre Dame, is the ND Iris Contact Lenses
2010 database [82]. It contains 12,003 images of 87 subjects (176 clas-
ses) wearing non-cosmetic transparent prescription contact lenses
and 9,697 images of 124 subjects (248 classes) wearing no contact
lenses. The images were captured with dedicated iris recognition NIR
sensors.
Table 10
Databases of images of irises with contact lenses.

Database name Number of images (classes)

ND Contact Lens 2010 [82] 21,700 (248 ∪ 176)
ND Contact Lens 2015 [83] 7,300 (N/A)
IIITD Contact Lens [84] 6,570 (202)
ND Contact Lens 2013 [85] 5,100 (N/A)



Fig. 14. Iris images capturing different types of contact lenses.
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The IIITD Contact Lens Iris Database [84] also contains iris images
with transparent (soft) contact lenses as well as textured lenses in
four colors. There are 6,570 images of 101 subjects (202 classes). Theda-
tabase was also collected using dedicated iris sensors operating in
the NIR.

Another database from the University of Notre Dame is the ND Con-
tact LensDetection 2013Database [85]. It contains 5,100 images divided
into two datasets, where each is further divided into a training set and a
verification set.

The most recent database from the University of Notre Dame is the
ND Contact Lens Dataset 2015 [83]. This database of 7,300 images was
constructed to evaluate contact lens detection under various experi-
mental scenarios.

There are other datasets that contain images from previous data-
bases. The Notre Dame LivDet-Iris 2017 Subset was created for the
LivDet-Iris 2017 competition.9 In 2016, the Iris Combined Spoofing Da-
tabase [86,87] was introduced, which is a combination of multiple pub-
licly available spoofing databases, namely the IIIT-Delhi CLI Database,
the IIS Database, and the Multi-sensor Iris Database.

4.5.2. Iris spoofing and liveness detection
Iris spoofing is a mechanism by which one can obfuscate or imper-

sonate the identity of an individual [88]. With the development of
spoofing and anti-spoofing methods, the need for research and bench-
mark databases arose (see Table 11 and Fig. 15).

The IIITD Iris Spoofing (IIS) database [88] contains 4,848 images of
101 subjects (202 classes). The authors used the IIIT-Delhi CLI database
and used a Cogent CIS 202 dual eye iris scanner and HP flatbed optical
scanner to create print attack scenarios. Currently, it is not available sep-
arately, only as a part of the Iris Combined Spoofing Database [89].

The IIITD Combined Spoofing database [86,87] consists of images
from multiple publicly available spoofing databases (including the IIS).
It combines 9,325 authentic iris images (of 1,872 subjects, 3,744 classes)
with 11,368 spoofed images from real-world scenarios of a variety of iris
spoofing attacks.

The LivDet (Liveness Detection Competitions) series of competitions
also have a large impact on the research into iris spoofing and liveness
detection. The competitions typically provide a composite database
consisting of multiple images from the databases mentioned above
9 http://iris2017.livdet.org
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that is available to participants. There have been 5 editions focused on
iris recognition, in 2009, 2011, 2013 [90], 2015, [91] and 2017 [79]. Au-
thors using composite databases typically refer to them as competition
databases, but we want to highlight that central access is not being
maintained. This means that the actual databases for the past editions
of the competitions must be obtained from the original authors and
composed by the receiver.10

The aforementioned IIITD-WVUMobile Iris Spoofing Dataset [78,79]
(the training subset) is a composite database containing textured con-
tact lenses, print attack images (printouts of the textured contact
lenses), and real iris images (without contact lenses). The testing subset
is a separately created dataset that contains iris images captured using
the IriShield MK2120U mobile iris sensor. It contains 4,209 iris images
acquired with textured or patterned contact lenses and without any
lenses (real iris images).

The ATVS-FIr database [92,93], created at theUniversidadAutonoma
deMadrid, contains 800 images from 50 genuine subjects (100 classes).
In addition, it contains 800 fake iris images from 50 fake identities (100
classes). The fake images were captured from high-quality printed im-
ages created through the process described in [94].

The Sclera Liveness Dataset [95,96] contains 500 images (50 classes)
of genuine eyes captured in the visible spectrum by a mobile device. In
addition to genuine eyes, the database contains 400 spoofing images ac-
quired from a digital screen and 100 print attack images.

The Eye Tracker Print-Attack Database v. 1 (ETPADv1) [97,98] created
at Texas State University contains 200 iris images (left eye only) col-
lected from 100 genuine subjects (100 classes). The database also con-
tains 600 eye movement recordings, 200 recordings from genuine
subjects, and 2 × 400 recordings captured during a print-attack. The
Eye Tracker Print-Attack Database v. 2 (ETPADv2) [97,99] is the successor
to the ETPADv1 database and contains 400 iris images (also the left eye
only) collected from 200 genuine subjects (200 classes). The database
contains 400 eye movement recordings from genuine subjects and 2 ×
400 recordings from 2 different types of print-attacks. Both ETPADv1
and ETPADv2 were created to use gaze estimation for iris spoofing/
liveness detection.
4.5.3. Standard noise factors
After iris recognition was demonstrated to work reliably in con-

trolled environments, new more challenging databases were intro-
duced (see Table 12 and Fig. 16). The nature of the challenge came
from extrinsic properties, for example, occlusion of the iris by eyelashes,
presence of glasses, or off-angle images.

TheMultimedia University Iris Database - version 1 (MMUv.1) [105,
110] contains 450 images from 45 individuals (90 classes) captured by a
dedicated iris scanning sensor. The second version of the database, the
Multimedia University Iris Database - version 2 (MMU v.2) [105,106],
introduced one year later, contains 995 images from 100 individuals
(200 classes). Both versions of the database were unique in introducing
eyelash obstruction and eye rotation iris images.

Another more extensive database was released within the Iris Chal-
lenge Evaluation (ICE) 2005 [103] by NIST. The ICE 2005 database
contained 2,953 images from 132 subjects (264 classes), and was cre-
ated for large-scale, open, independent technology evaluation. The
goal of the evaluation was to promote the development and advance-
ment of iris recognition technology, and therefore it contained challeng-
ing images, mainly due to poor focus and occlusions by eyelashes. The
second edition of the evaluation, ICE 2006 [102], contained substantially
more data, 59,558 images from 240 subjects (480 classes). Currently,
the databases from both evaluations are only available as subsets of
the larger ND-IRIS-0405 database [100,101] which contains 64,980 iris
images (712 classes).
10 See the supplementary materials for more details

http://iris2017.livdet.org


Table 11
Iris databases for liveness detection.

Database name Genuine irises Number of images (classes) Textured contact lenses Fake printouts

LivDet-Iris-2013 [90]
Notre Dame subset 2,800 (N/A) 1,400 (N/A) –
Clarkson subset 516 (64) 840 (6) –
Warsaw subset 852 (284) – 815 (276)
LivDet-Iris-2015 [91]
Clarkson LG subset 828 (45) 1,152 (7) 1,746 (45)
Clarkson Dalsa subset 1,078 (N/A) 1,431 (N/A) 1,746 (N/A)
Warsaw subset 2,854 (100) – 4,705 (100)
LivDet-Iris-2017 [79]
Notre Dame subset 1,500 (N/A) 1,500 (N/A) –
IITD-WVU subset 2,952 (N/A) 1,701 (N/A) 5,806 (N/A)
Clarkson subset 3954 (50) 1887 (12) 2,254 (49)
Warsaw subset 5,168 (470) – 6,845 (470)
ATVS-FIr [92,93] 800 (100) – 800 (100)
Sclera Liveness Dataset [95,96] 500 (50) – 500 (50)
ETPADv1 [97,98] 200 (100) – 2 × 400 recordings (100)
ETPADv2 [97,99] 400 (200) – 2 × 400 recordings (200)
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The Jilin University Iris Biometric and Information Security Lab
(JLUBRIRIS V1-V6) Database [107–109] contains 729 video recordings
(360 classes) captured under the NIR spectrum using a self-developed
camera. The database contains five-second video recordings that are
stored as individual images.

The Multi-Angle Sclera Dataset (MASD) v. 1 [95,104] contains 2,624
images (164 classes) of eyes captured in the visible spectrum for the
Fig. 15. Iris images from databases created for spoofing and liveness detection.
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purpose of processing the sclera region of the eye; however, images
also have sufficient resolution for iris recognition.

Another database containing challenging, off-angle, iris images is the
Off Axis/Angle Iris Dataset, Release 1 [76]. This database contains images
captured in the visible spectrum and in night vision (NIR-enabled)
mode, as discussed in Section 4.4.4.

4.5.4. Periocular databases
Several datasets have been created for periocular recognition re-

search that might find applications in iris recognition research (see
Table 13 and Fig. 17). The twomost popular are theMultiple Biometrics
Grand Challenge (MBGC) [111,112] and the Face and Ocular Challenge
Series (FOCS) [113,114] datasets.

The databases developed forMBGC (two versions v. 1 and v. 2) were
designed to investigate the potential of the fusion of face and iris bio-
metrics as well as off-angle iris images from video. The database con-
tains 14 images and 3 video sequences for 140 different subjects (280
classes) captured in the NIR spectrum.

The database developed for FOCS [113,114] consists of 9,588 still im-
ages (136 subjects, 272 classes) of a single iris and eye region. The still
images were captured in the NIR spectrum. The eye regions were ex-
tracted from NIR video sequences collected from the Iris on the Move
system used in MBGC v. 2. Therefore, there is an overlap between the
FOCS and MBGC databases.

The IIITD Cataract Mobile Periocular Database [117,118] contains
2,380 ocular images (145 classes), captured before and after cataract
surgery. Despite the large resolution of the images (4608×3456pixels),
the quality of the images is rather low, as they were captured by a reg-
ular smartphone camera (MicroMaxA350 Canvas Knight). Therefore, its
suitability for iris recognition research is questionable.

The UBI Periocular Dataset [115,116] is a periocular image database
captured under non-controlled acquisition conditions, containing more
variations in pose, illumination, and scale thanMBGC and FRGC. The da-
tabase contains 10,950 images (522 classes) collected at various dis-
tances from 4 to 8 m.

Another periocular dataset originating from UBI is the CSIP database
[58,59] described in Section 4.4.2 captured by state-of-the-art
smartphones (2014). The CSIP database contains 2004 images of 50
people (100 classes) captured by four different smartphones. The im-
ages vary in resolution and are also provided with iris segmentation
masks and information on the acquisition conditions.

4.5.5. Genetic relationship
It has been demonstrated that the genetic relationship between two

irises has no influence on the random pattern extracted as proposed by



Table 12
Iris databases containing different types of noise.

Database name Spectrum Number of images (classes)

ND-IRIS-0405 [100, 101] NIR 64,980 (712)
ICE 2006 [102] NIR 59,558 (480)
ICE 2005 [103] NIR 2,953 (264)
MASD v.1 [104, 95] VIS 2,624 (164)
MMU v.2 [105, 106] NIR 995 (200)
WVU Off Axis/Angle [76] NIR, VIS 865 (38 ∪ 146)
JLUBRIRIS V1-V6 [107–109] NIR 729 videos (360)
MMU v.1 [105, 110] NIR 450 (90)

Fig. 16. Iris images captured with different types of noise.

Fig. 17. Iris image databases used for periocular recognition research.

Table 14
Iris image databases of identical twins.

Database name Number of images (classes)

CASIA Iris v.4 Twins [27] 3,183 (400)
WVU Twins Day Dataset [18–20] N/A (152+)
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J. Daugman [45]; however, other features might exhibit correlation
[119], allowing the extraction of additional information from iris images
(e.g., gender and ethnicity).

Analyzing the relationship between two genetically equal irises is an
easy task, as we can study the similarity between the left and right eyes
of the same person. Inmost existing databases, both eyes are labeled. To
study genetic relationships, iris images of identical twinswere collected.
Table 13
Periocular databases.

Database name Spectrum Number of images (classes)

UBI Periocular [115,116] VIS 10,950 (522)
FOCS [113,114] NIR 9,588 (272)
IIITD Cataract Mobile [117,118] VIS 2,380 (145)
CSIP [58,59] VIS 2,004 (100)
MBGC v.1 & v.2 [111, 112] NIR 1,960 (280)

+420 videos

13
We identified two publicly available twin-iris databases (see Table 14
and Fig. 18).

The first publicly available iris database of twins was CASIA Iris v.3
Twins [27] (now available in v. 4). It contains 100 pairs of twins cap-
tured using OKI's IRISPASS-h camera. In total, it contains 3,183 images
in 400 classes from 200 people. Most of the subjects were children,
and the images were captured in outdoor conditions.

The WVU Twins Day Dataset 2010–101511 [18–20] is a multimodal
database containing fingerprints, visible-spectrum facial images, and
NIR-spectrum images of 152 irises. The images were captured in five
sessions in semi-outdoor conditions (in an outdoor tent). The WVU
Twins Day Dataset 2010–1015 was captured during the same event as
the ND-TWINS-2009-2010 database [120]. However, although the au-
thors declare that irises were captured during data collection [19], the
ND-TWINS-2009-2010 contains only still face images.

4.5.6. Aging
The structure of the human iris has been presented as one of the

most stable biometric characteristics that does not change significantly
over a lifetime [24]. Due to a lack of data collected over larger time
spans, it is difficult to verify this assumption. Some researchers observed
that for longer time spans, the distribution of genuine iris features shifts
closer to the distribution of impostor iris features; thus, the recognition
11 The WVU Twins Day Dataset 2010–1015 is not available to non-US nationals or re-
searchers outside the USA.



Fig. 18. Iris images of twins.

Table 15
Iris image databases collected to study the effects of aging.

Database name Number of images (classes)

CASIA-IrisV1-Aging [21,22] 36,240 (100)
ND-IrisTemplate-Aging-2008-2010 [25] 11,776 (362)

Fig. 19. Iris images from databases compiled to study the impact of aging.

Fig. 20. Images from the Eye Cancer Foundation Dataset.
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performance decreases [121]. To quantify this shift, several databases
have been introduced (see Table 15 and Fig. 19).

The ND-IrisTemplate-Aging-2008-2010 [25] dataset contains 11,776
images of fewer than 200 people12 collected in three sessions over two
years.

The CASIA-IrisV1-Aging [21,22] database contains 36,240 images of
50 or fewer subjects13 collected in 5 sessions within 4 years.

4.5.7. Other properties
Another interesting database is the Children Multimodal Biometric

Database [122], which contains 2,660 images of 3 modalities (iris, fin-
gerprints, and face) belonging to 100 children aged from 18 months to
4 years.

ND-Gender-From-Iris-Dataset (ND-GFI) [123] is a database com-
bined with the gender information about the subjects. The core part of
the database contains 3,000 images, one image per class for 750 males
and 750 females. An additional part of the database contains three im-
ages per class.

4.6. Uncommon research databases

In view of the wide and challenging field of iris recognition, it is un-
derstandable that research has been spread in various and uncommon
directions.

The influence of different chemical substances on the iris (e.g., pupil
dilation) is well known. However, the lack of available data led experts
to different conflicting conclusions [124,125]. The IIITD Iris under Alco-
hol Influence (IUAI) database14 [126] was created to help solve this
problem. It contains 440 NIR iris images of 55 subjects captured in a
semi-controlled environment before and after alcohol consumption.

Similarly, the Iris Degradations Data Set (IDDS) [127] contains 2,183
iris images of drug-induced pupil constriction anddilation to investigate
their impact on bit errors. In both cases, volunteers applied pilocarpine
and tropicamide solutions in the formof eye drops, which causedmiosis
and mydriasis, respectively. This resulted in an increase in the bit error
in both cases compared to the control state, as the original information
was distorted either by the addition of previously unavailable informa-
tion (miosis) or by the removal of previously existent information (my-
driasis). All images were captured in the NIR domain, with the database
containing images of both eyes.

The Eye Cancer Foundation Dataset15 [128,129] (see Fig. 20)
contains images of eyes with various forms of severe diseases (e.g., iris
tumors, choroidal tumors, conjunctival tumors, and infiltrative intraoc-
ular tumors). The database contains both malignant and benign patient
samples captured in an unconstrained environment. Although the
12 The number s of subjects in the individual sessions were as follows: 88, 157, and 181.
13 Thenumber s of subjects in the individual sessionswere as follows: 48, 49, 50, 49, and49.
14 Despite claims in the paper [126], the database is not yet available on the declared
website: http://research.iiitd.edu.in/groups/iab/resources.html
15 Images in this publication were provided by The Eye Cancer Foundation, Inc. http://
eyecancer.com

14
database covers a wide range of diseases, it contains only one image
per patient, which is a considerable drawback.

The IIITD Cataract Mobile Periocular database [118] contains pre-
and post-cataract surgery images. It is captured in the visible spectrum
using a high-resolution mobile camera, and contains 56 common
patients across both sessions (pre - and post-surgery).

Another database capturing various eye diseases is the Warsaw-
BioBase-Disease-Iris v1.0 - v2.116 [130,131]. The database contains NIR
and partial color images of healthy eyes as well as eyes with various pa-
thologies (including cataract, acute glaucoma, posterior and anterior
synechiae, retinal detachment, rubeosis iridis, corneal vascularization,
corneal grafting, iris damage, atrophy, corneal ulcers, haze, and opaci-
ties). As the patient usually suffers from multiple diseases, the authors
decided to divide images according to the type of physical impact that
affects the eyes or other structures as an external symptom of the spe-
cific disease. The authors' results show that diseases affecting iris geom-
etry or tissue structure or producing other visible manifestations
significantly affect recognition accuracy, but also a disease that does
not produce distinctive changes can increase the likelihood of an error.

Another uncommon area of research is iris recognition for animal
identification in general [132]. The SEU Bovine Iris Database [133] is
the only available database of cow iris images that we identified. It
was captured in the NIR domain. Although the results suggest that the
methodology for identifying cattle based on their irises is appropriate,
the authors point out that further research is needed in this area. An-
other animal iris database is the Warsaw-BioBase-HorseIris v1.0 [134],
which contains near-infrared images of horse eyes captured by a spe-
cialized veterinary camera. It includes images captured during two ses-
sions at 60 frames per second to compensate for animal movement
16 Despite multiple attempts, we did not succeed in obtaining any database from http://
zbum.ia.pw.edu.pl/EN/node/46 for legal reasons. However, if available, datasets from the
Warsaw University of Technology would be a valuable contribution to the research com-
munity. For instance, post-mortem datasets and pupil dynamics datasets.

http://research.iiitd.edu.in/groups/iab/resources.html
http://eyecancer.com
http://eyecancer.com
http://zbum.ia.pw.edu.pl/EN/node/46
http://zbum.ia.pw.edu.pl/EN/node/46
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during the shooting. In total, it contains data from 28 horses (14 mares,
10 stallions, and 4 geldings).

5. Common properties of popular databases

After identifying the iris databaseswith the highest impact, we iden-
tified four common properties of the most cited databases17:

1. Longevity - Our findings confirm that the most cited databases
have been available for the longest time. A good example is the CASIA-
Iris-V1 database, which is the most cited database and has been avail-
able continuously since its introduction in 2003. Despite a rather small
scale and recommendations not to use it, it is still being cited and
often serves as a benchmark dataset. Because there are already many
published research papers, this dataset has become a tool for comparing
new results with a wide range of past results. In contrast to CASIA-Iris-
V1, the extensive BATH database [135] reached only limited popularity
mainly due to its relatively short lifespan.

2. Limited access restrictions - The datasets that are publicly avail-
able without requiring researchers to sign a license are more popular
(e.g., the UPOL iris dataset [65,66]). In addition, licenses formany datasets
require a signature of the institutional legal representative (e.g., datasets
from Notre Dame University [136]. These datasets are less popular than
datasets where the signature of an individual researcher is sufficient.
(e.g., the CASIA Iris dataset). A license is legally binding a document and
typically protects the subjects as well as the institution providing the da-
tabase. In addition because iris images are a type of personal data, this
protection is in many countries regulated and enforced by law (e.g., the
EU General Data Protection Regulation [137]).

3. Scale - The numbers of subjects and images in a dataset also in-
fluence the popularity. A sufficient number of samples in a dataset is a
significant requirement for performing statistically relevant research.
Datasets with more samples (i.e., with higher statistical relevance) can
often serve as objective benchmarks. While the size of the dataset is a
strong requirement, it is often not sufficient, and other properties,
such as a good protocol, must be met as well.

4. Timing - We found that the most popular datasets introduced
novel aspects and enabled research that was not possible with the pub-
lic datasets available prior to their publication. Good examples are (i)
the CASIA-Iris-V1 dataset–the first publicly available iris dataset, (ii)
theUBIRIS v.1 dataset–thefirst database to introduce unconstrained im-
aging, and (iii) the UPOL [65] database–the first that contains high-
resolution images taken in the visible spectrum.

6. Discussion

Existing iris datasets have matured over the last two decades, but
there are still limitations that need to be addressed. The major limitation
is their availability, meaning thatmany of the datasets have a rather short
lifespan during which they are available. A good example is the BATH iris
dataset [135],whichhas beenusedbymany studies; however, it is no lon-
ger available. In some cases, we also observed selective availability, where
the authors decided to share the dataset depending on the requesting in-
stitution (institutions with a lower profile might typically have more
problems obtaining a dataset). This undermines the reproducibility of
the research by independent researchers and prevents new researchers
from publishing results obtained using such a database.

The effect of aging has been studied on public datasets created in a
time span of at most eight years [138]. The limits of long - term iris rec-
ognition are defined by the difficulties in following up on a large group
of people over a long period [139].

A relatively newproblemarises from the newdata privacy regulations
that protect the privacy of subjects. For instance, in Europe, the GDPR reg-
ulation contains the right to erasure (a.k.a. the right to be forgotten) [140]
17 Sorted according to importance, where the first is the most important
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that guarantees to the subjects the possibility to retract their agreement
for the use of their data and removal of the subject-associated information
from the database (if possible). Due to the nature of the biometric data, it
is possible to uniquely identify the subject (in the case of iris data, even
with a high precision) [141]. Thus, possible changes in the datasets
might undermine the purpose and consistency of the reported data over
years. Due to recent issues related to the leaking of personal data, similar
regulations are being discussed globally.

Other substantial limitations of the available databases are imperfec-
tions in the described capture setup and protocol. Many of the parame-
ters are considered irrelevant by the authors for their own research, but
that informationmight be vital for others and can therefore broaden the
potential application areas of the database. The properties of optical sys-
tems are rarely described. Many databases also lack descriptions of at
least one of the following: sensor type andmodel, spectral range of cap-
tured images, capture distance, and ecological validity. Because many
datasets provide only cropped regions of the eye, information about ap-
erture, shutter speed, and sensitivity are missing, although most of the
capture systems include this information in the images by default. In
the case of capturing with mobile devices (e.g., smartphones), data
from the inertial measurement unit (IMU) (i.e., an accelerometer and
a gyroscope) might provide valuable information to remove the nega-
tive effects of the rolling shutter and identifymotion blur [142]. In addi-
tion, many datasets provide images in a compressed format only, thus
reducing the information captured by the sensor.

A detailed description of the protocol and the capture setup is impor-
tant because of differences in imaging requirements for different direc-
tions of research. For instance, iris capture in motion shares the core
problems that are recognized in iris capture by mobile handheld devices
- the relative movement of subjects with respect to the sensor and a sub-
stantially smaller sensor compared to thedistance between the sensor and
the eye. Despite similarities in research problems, research on the iris in
motion focuses on using novel sensors and optical systems [2,143],
while mobile iris capture focuses on using additional sensor information
available in mobile devices (IMU or multiple imaging sensors) [144,145]
and computational methods to process the captured images [146,147].

Many research papers point out the absence of databases suitable for
testing a particular parameter (i.e., a constrained environment with vari-
ability of only a single parameter), whichmakes research conclusions and
underlying reasons rather unclear, typically stating that more research is
needed. In these cases, having a detailed description of the protocol could
solve the problem. Some of these issues could be avoided by keeping the
EXIF/metadata (their removal is a standard practice for reasons of pri-
vacy) that includes camera parameters. Databases created using
custom-built cameras typically do not provide this information and lack
any description of the protocol. While publicly available cameras include
such specifications in the imagefile by default, in the case of customhard-
ware, many aspects remain hidden to other users of the database.

We also observed an inconsistency among datasets that were cap-
tured under visible light. In some cases, the authors used a monochro-
matic sensor with a band-pass filter that captures the entire visible
band of light; others use mass market cameras that capture the visible
light in three separate spectral bands (separately for the colors red,
green, and blue). The spectral sensitivity of the visible light filter differs
from that of the individual color filters (even when the color bands are
combined) and therefore should not be treated as analogous. In addi-
tion, most consumer color cameras contain a Bayer filter that limits
the resolution of individual bands to one quarter for red and blue spec-
tra and one half in the case of green; thus, 2/3 of the color information is
actually computed and not measured.

From our review, we also conclude that datasets with synthetic im-
ages have not gained popularity in iris recognition research. Despite
their containing large numbers of samples (larger than traditional
datasets), researchers opt for real-world images. We suspect that
these datasets lack the realism of studied effects that appear in less
constrained environments.
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Much of the research on iris capture at a distance has focused on
building a traditional optical system with mirrors for the capture, but
only a limited amount is focused on computational iris capture,
e.g., using super - resolution [148].

6.1. Related research

We have presented a review of existing databases that were created
for the evaluation of biometric methods, more specifically, iris and ocu-
lar recognition. There are other research areas that use images of the
human eye and iris that could benefit from the databases reviewed for
this study.

Gaze estimation and eye tracking have been used in many
applications from human–computer interaction [149] to healthcare ap-
plications as a diagnostic tool. These applications typically have other
well-established datasets (e.g., [150]), but share mostly initial process-
ing of iris images, i.e., iris localization and segmentation. Hence, iris rec-
ognition databases could be of use as an additional data source. In
addition, pupil tracking (capturing changes in the size of the pupil
over a short time span, typically a few seconds), has been shown to be
an important medical biomarker reflecting levels of neurotransmitter
and neuronal activity [151]. Another related research area is eye blink
detection. It has been used as a countermeasure against spoofing in
face [152] and iris recognition methods [153] and in medical applica-
tions, e.g., to diagnose computer vision syndrome [154].

Databases traditionally used for related research have limited use in
biometrics, because they typically do not contain information about
identity. Owing to insufficientmetadata, the potential in iris recognition
lies mainly in unsupervised machine-learning methods and unsuper-
vised pre-training of the models with a large number of parameters.

6.2. Challenges and competitions

Objective and independent evaluation helps in comparing scientific
methodology, and ultimately stimulates the progress within particular
domains. The iris recognition method introduced by J. Daugman [45],
has been the baseline for years; this is in part due to its simplicity and
near perfect recognition ratewhen combinedwith appropriate imaging.
Numerous improvements have been proposed, however, evenwith this
well-defined baseline the results have varied tremendously; a result of
the implementation methods, datasets, and evaluation protocols used
[6]. These differences prevent objective comparison between methods,
a problem which is amplified by the frequent unavailability of the
dataset itself, the effect of which is highlighted in section 3.

Many of these problems can be prevented through the creation of
benchmark datasets and independent evaluation. This guarantees the
objective comparison betweenmethods through both unified protocols
and conditions. Such evaluations are typically organized in the form of
competitions and/or challenges. In addition to the creation of publicly
available datasets with uniform metrics, this solution encourages com-
petition among researchers.

Details of existing competitions and challenges are beyond the scope
of this review, hence in Table 16 only the most popular challenges are
presented; grouped in terms of the number of participating research
teams, and sorted chronologically. Further details can be found in the
following review articles [5,155–157].

7. Summary

Our review shows that there is a substantial heterogeneity in available
databases in terms of size (from18 to>1,300 classes), sensors used, image
quality, etc. This variabilitymeans that, formany research questions, there
is a database available, but it is not always easy for researchers to identify
the best option. Our review provides guidance for identifying the proper
database, but also provides recommendations for creating new ones. Be-
cause there are many attributes that might be of interest to researchers,
16
it is a challenging task to present a global overview in the format of a re-
search article. For this reason, we added a large table as supplementary
material summarizing the properties, as well as additional information
(e.g., download links where the datasets can be obtained). We encourage
the reader to review the supplementary table. From our bibliometric
study, we found that databases from CASIA are the most cited [26,27] (al-
though we discourage using the CASIA Iris v.1 Database), followed by the
databases collected at theUniversity of Beira Interior [46,62].We therefore
recommend these datasets as benchmarkswhen it is a priority to compare
their methods with published state of the art. In addition, to obtain these
datasets, a license signed by a researcher is sufficient, in contrast to the sig-
nature of the institutional legal representative, typically requiredbyothers.
For comparison studies, it is advisable to use datasets created for certain
challenges or competitions, as they come with a standardized protocol
for evaluation. For the evaluation of iris images captured by smartphone
cameras, those are MICHE [55] and VISOB [50]. To study spoofing and
liveness detection, there is LivDet 2017 [161]. To study combinations of dif-
ferent modalities, there are twoMBGC datasets [112]. In addition to CASIA
and UBI, the Computer Vision Research Lab at the University of Notre
Dame [136]has invested a substantial effort in thedevelopment of publicly
available biometric datasets (including human iris data). Their website
hosts 14 different high-quality iris datasets (andmore from other modali-
ties), which is the most concentrated web resource that we identified
[136]. Although our bibliometric review did not show as high popularity
for these as for the datasets at CASIA or UBI, we would like to encourage
researchers to explore these datasets in more detail.

8. Recommendation for creating a good iris database

Important aspects of collecting and sharing research data have been
discussed by various scientific communities [174,175].

• Plan availability for years to come - The adoption of a new
benchmark in the area or iris recognition tends to be rather
slow. To keep a database available, it is important to allocate re-
sources necessary for the database distribution for several years
into the future. The main resources needed are (i) technical - a
stable url for the promoting website as well as infrastructure
that keeps the website online, and (ii) personal – an appointed
person responsible for license management as well as for solving
problems that interested users might experience.

• Make access simple - we observed that the databases with
licenses that can be signed by the individual researchers tend to
bemore popular. Requiring the signature of the legal institutional
representative, especially within a university environment (typi-
cally being the rector), is amajor hurdle for young researchers. In
many cases, they opt to create their own database instead. If the
signature from the institutional representative is necessary, we
recommendpublishing the full license agreement aswell as sam-
ple of the images from the database on the project website. This
helps in decidingwhether the database is useful for particular re-
search before starting the administrative procedures to obtain
necessary approvals.

• Include a statistically relevant number of samples - Acquiring and
handling test subjects is one of the most challenging tasks when
creating a biometric database. The number of subjects included
should be as large as possible [176]; however, there is always a
minimum size for obtaining statistically relevant results. Al-
though this minimum is difficult to quantify for the general
case, the statistical significance of 100 samples obtained from
the same subjects is not the same as 1000 samples obtained
from 100 different subjects.

• Make the database unique - Many authors that adopt certain da
tabases, continue using them in subsequent publications. As we
have shown in previous sections, a database is typically intro-
duced to explore certain properties or problems in a systematic



Table 16
Competitions and challenges related to iris recognition.

Challenge Focus Year Participants submitted (registered) Used dataset

ICE 2005 [103] all stages of iris recognition 2005 9 ND-IRIS-0405
ICE 2006 [102] all stages of iris recognition 2006 14 ND-IRIS-0405

on large scale
NICE-I [158] iris segmentation in an 2008 (97) UBIRIS-V2

unconstrained environment
MBGC v. 1 [111, 112] still & portal (walk through) 2008 14 (68) MBGC

face and iris recognition
MBGC v. 2 [111, 112] still & portal 2009 13 (78) MBGC (extended)

face and iris recognition
NICE-II [159] iris feature extraction and matching 2010 (67) UBIRIS-V2

in an unconstrained environment
ICB ICIR 2013 [160] iris recognition in real-world applications 2013 8 CASIA-Iris-Thousand, IR-TestV1
LivDet 2013 [90,161] iris liveness detection 2013 3 LivDet-Iris-2013

combined dataset
MobBIO 2013 [162] iris recognition using portable devices 2013 2 MobBIO Multimodal
MICHE-I [56] mobile iris recognition and segmentation 2014 6 MICHE DB

using consumer devices
MobILive 2014 [163] mobile iris liveness detection 2014 6 MobBIOfake
CCBR CCIR 2014 [164] iris recognition in real-world applications 2014 – CASIA-IrisV3-Lamp, IR-TestV1
ICB CSIR 2015 [81] cross-sensor iris recognition 2015 – ICB CSIR
LivDet 2015 [91,161] iris liveness detection 2015 4 LivDet-Iris-2015

combined dataset
SSBC 2015 [165] sclera segmentation 2015 4 (10) MASD
MICHE-II [60] mobile iris feature 2016 7 MICHE DB

extraction
Cross-Eyed 2016 (IJCB) [71] iris and periocular recognition across spectra 2016 3 CROSS-EYED
BTAS MIR 2016 [54] mobile iris recogniton 2016 3 BTAS MIR
ICIP 2016 CMOBR [49] mobile ocular recognition 2016 4 VISOB 1
SSRBC 2016 [166] sclera segmentation and recognition 2016 3 (12) MASD
Cross-Eyed 2017 (IJCB) [167] iris and periocular recognition across spectra 2017 5 CROSS-EYED
SSERBC 2017 [168] sclera segmentation and eye recognition 2017 5 (16) MASD
LivDet 2017 [79,161] iris liveness detection 2017 3 (12) LivDet-Iris-2017

combined dataset
SSBC 2018 [169] sclera segmentation in 2017 4 MASD, MSD

cross sensor environment
SSBC 2019 [170] sclera segmentation in 2019 4 MASD, MSD

cross resolution environment
LivDet 2020 [161,171] iris liveness detection 2020 3 (3) LivDet-Iris-2020

combined test dataset
WCCI/IJCNN2020 [172] long-term mobile ocular recognition 2020 3 VISOB 2
SSBC 2020 [173] sclera segmentation in mobile environment 2020 13 (26) MASD, MSD, MOBIUS
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manner. A successful database should help users make novel
findings and research conclusions. Hence, the database should
fulfill the needs of novel research areas where the benchmarks
are not yet established. The authors of this review aspire to assist
in this task with this review andmake the needsmore obvious to
database creators.

• Extensive protocol and setup description - Although most of the
available datasets were created for testing a particular hypothesis
or for a particular research purpose, authors frequently argue that
the dataset can be useful beyond a single research topic. To in-
crease the potential of the dataset, it is important to provide an ex-
tensive description of the protocol and setup. We observed that
important information is frequently missing, limiting the use of
the datasets, for instance, the wavelength of the NIR illumination,
distance at which the images were collected, and descriptions of
the sensor or the optical system used.
18 The full list of available datasets will be published at: https://irisdata.etrovub.be and
https://irisdata.fei.stuba.sk
9. Conclusions

The aim of biometric datasets is to enable the testing of biometric
systems or methods. The publicly available datasets, serving as bench-
marks, enable objective and reproducible research. Despite the claims
of the authors, many of the datasets declared publicly available are not
available, for a variety of reasons.
17
In this paper, we reviewed the existing iris image datasets. We fo-
cused mainly on the availability and popularity of the datasets. We
raised six different RQs. We identified 158 different datasets, of which
only 81 were actually available (answering RQ 1). The full list is pro-
vided in the supplementarymaterials. We identified that databases cre-
ated by CASIA are the most cited (answering RQ 2). We provided
descriptions of the available databases in a structured form (answering
RQ 3; see Section 4). Subsequently, we identified common properties of
popular databases in Section 5 (answering RQ 4). In Section 6, we
discussed the limitations of the databases and areas lacking in available
databases. Lastly, based on our review, we formulated appropriate rec-
ommendations for creating an iris database in Section 8.

A limitation of this study is thatwe searched only theWebof Science
online library when performing the bibliometric research. Another lim-
itation is that we relied on e-mail and phone contacts when obtaining
the dataset.

We aspire to bring clarity in the availability of databases to support
reproducible research. However, new databases are continuously
being created, while others become unavailable. This requires a contin-
uous effort to keep track of the state-of-the-art and popular databases.
We plan to keep this list updated and available on our website.18

http://irisdata.etrovub.be
http://irisdata.fei.stuba.sk
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