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Abstract— Due to the potential for technological appli-
cation, there has been an explosion of interest in heavily
polycrystalline ferroelectric nanofilms, such as those of
doped hafnium oxide. However, the heavily polycrystalline
nature of these materials invalidates conventional model-
ing approaches as the dynamics have been found to be:
1) nucleation-limited; 2) involve grains of ferroelectric mate-
rial interspersed among grains of alternative, nonferroelec-
tric material; and 3) the direct interaction between these
grains is observed to be minimal. In this article, we con-
sider seven separate compact or “0-D” models of such
polycrystalline films. Four of these models are based on a
Landau paradigm and two are based on a Monte Carlo (MC)
paradigm. The seventh is the traditional Preisach model.
Although all of these models have been used in the literature
to model novel polycrystalline ferroelectric nanofilms, here
we compare and contrast the accuracy and physical appro-
priateness of each model by comparing both their static
and dynamic properties against experimental data. We then
find that although all models except single-grain models are
capable of reproducing the static properties, only the MC
models replicate the long-time dynamical properties. Thus,
it is demonstrated that not all models are equally valid for
the accurate modeling of such films.

Index Terms— Ferroelectric devices, ferroelectric
films, Monte Carlo (MC) methods, semiconductor device
modeling.
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I. INTRODUCTION

ALTHOUGH the study of ferroelectrics has a long history
in physics—summarized, for example, in [3]–[5]—in

recent years, there has been an explosion of renewed interest
in such materials prompted by the discovery of ferroelectricity
in the hafnium oxide material system [6]–[8]. The reason for
this is twofold. First, hafnium oxide is instantly compatible
with preexisting manufacturing flows for integrated circuits
since it is already in use as the gate oxide of commercial field-
effect transistors. Second, hafnium oxide thin films maintain
their ferroelectricity even when thinned to the nanometer scale,
making them potentially possible for hafnium-based ferroelec-
tric devices to be competitive with conventional, nano-sized
devices. In fact, hafnium oxide only becomes ferroelectric
below a certain critical thickness. Both these properties are in
contrast to “traditional” ferroelectric materials [9] such as lead
zirconate titanate (i.e., PZT) and barium titanate (BTO), which
lose their ferroelectricity in nanometer-thin films and have
faced difficulty with integration into existing manufacturing
flows for digital circuits.

The focus of this revitalized activity has largely centered on
three classes of device application, which, in order of increas-
ing ambition, are: 1) a conventional memory within a capacitor
structure [i.e., ferroelectric random-access memory (FRAM
or FeRAM)], which involves a so-called metal–ferroelectric–
metal (MFM) structure; 2) a device which combines the
functions of both memory and logic in a single structure [i.e.,
ferroelectric field-effect transistors (FeFETs)] [10], [11] and
involves either a metal–ferroelectric–insulator–semiconductor
(MFIS) or an MFM–insulator–semiconductor (MFMIS) struc-
ture; or 3) a novel type of device, which exploits the some-
what controversial (see, e.g., [12]–[19]) “negative capacitance”
effect to produce enhanced performance beyond the theoretical
“Boltzmann” limit of conventional field-effect transistors (i.e.,
NCFETs). This “negative capacitance” effect [20] is most
ably described by Landau phase-transition theory [21] for
a single-crystalline grain and thus this model sees much
use in the literature despite the hafnium oxide-based films
being demonstrably heavily polycrystalline [22]–[25] with
ferroelectric grains being embedded among a mixture of
grains exhibiting other nonferroelectric metallurgical phases.
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TABLE I
CATEGORIZATION OF MODELS

Furthermore, in addition to these three main types of devices,
there have also been a number of other novel proposed
applications for these ferroelectric films [26]–[28].

The goal of this article is then to take experimental data,
chosen to give a kind of representative cross section of both the
static and dynamic properties of a ferroelectric hafnium-based
film and seven distinct models of ferroelectricity, including
single-grained Landau theory, and compare and contrast the
physical appropriateness of each model as a descriptor of real
devices. More specifically, the models considered here can all
be described as compact or “0-D” in that they encapsulate
the entire ferroelectric response into a single polarization
variable. There exist a number of other models in the literature
[29]–[32], which consider polarization response in the context
of a full 2-D or 3-D system. It is not the goal of this
article to consider such models. Rather, the aim is to consider,
if one takes a completely agnostic stance on the implications
of a given ferroelectric model, which model actually fits
experimental data the best.

II. MODELS

In order to focus solely on the ferroelectric material prop-
erties without the confounding influence of charge trapping
and the distinction between MFM–insulator–metal (MFMIM)
structures and metal–ferroelectric–insulator–metal (MFIM)
structures, the discussion here will be limited to the consider-
ation of ferroelectric capacitors, that is, MFM structures.

A. Landau-Based Models (SGLD, SGLK,
MGLD, and MGLK)

In Landau-based models, the ferroelectric film is consid-
ered to be comprised of a number of grains. In this work,
we consider the possibility of both single-grain (SG) and
multigrain (MG) compact or “0-D” models. The distinction
that these models are compact is an important one as there
is a wider range of Landau-based models, which considered
spatial effects such as gradient terms, that are not considered
here. We further consider two classes of Landau models:
Landau–Devonshire (LD), which has no time dependence,
and Landau–Khalatnikov, which is governed by a dynam-
ical equation with explicit time dependence. In the MG
Landau–Devonshire (MGLD) model, the polarization, Pi , of a

grain i at a given moment is determined by solving the
algebraic equation

(E − Ei,i) = 2αi Pi + 4βi P3
i (MGLD) (1)

which represents the minimization of a prototypical
double-well Landau free energy [21] associated with an
ordered phase such as ferroelectricity. E represents the
average electric field within the ferroelectric film, or more
accurately the projection of the electric field along the
polarization axis though all models here are assumed
uniaxial, and Ei,i represents an intrinsic field Ei of the i th
grain and bundles together any complex microscopic detail
of the grain’s surrounding physical environment into an
effective emergent biasing field. The coefficients αi and βi

are also assumed to vary from grain to grain. However, to aid
conceptual clarity and ease comparison between models,
these coefficients can be recast as a coercive field and a
remnant polarization according to

Ec,i = 4|αi |
3
√

3

√
|αi |
2βi

, Pr,i =
√

|αi |
2βi

(2)

with the total polarization of the film then being the average of
the polarization state of the grains, Ptot = ∑ng

i=1 Pi/ng, where
ng is the number of grains.

Thus, an MGLD model is then defined by generating a
statistical ensemble of grains, each with their own Ei , Ec,
and Pr . In this work, it was found that a simple Gaussian
distribution for Ei and Ec was sufficient to match experimental
data. Thus, the key parameters are Pr , which is assumed
the same for each grain, as well as the means and standard
deviations of the two fields: 〈Ei 〉, σEi , 〈Ec〉, and σEc . The SG
Landau–Devonshire (SGLD) model is simply the limiting case
of MGLD with only one grain and Ec = 〈Ec〉 and Ei = 〈Ei 〉.

One could argue that Pr should also be statistically distrib-
uted or that there is no particular justification for a Gaussian
distribution over any other, such as a Lorentzian or log-
normal distribution. Furthermore, experiments have shown
(see, e.g., [33] and [1]) that for a non-“woken-up” hafnium
zirconium oxide (HZO) film that the distribution of intrinsic
fields is actually of two Gaussians, symmetrically placed about
the Ei = 0 line in the (Ec, Ei)-plane that only migrate and
coalesce in field space to a single Gaussian at Ei = 0 after
cycling. These points are valid and the only justification
given here for this choice is that it is sufficient to achieve
an excellent match to experimental data, as will be seen in
Sections III and IV.

The MG Landau–Khalatnikov (MGLK) model promotes the
MGLD model into a dynamic differential equation

d Pi

dt
= ρi

(
2αi Pi + 4βi P3

i − (E − Ei,i )
)

(MGLK) (3)

where switching then exhibits a characteristic switching time
related to the parameter 1/ρi which may also statistically vary
from grain to grain. However, for this work, it was found that
a uniform ρ for all grains was sufficient to match experiment
provided αi and βi (or Ec and Ei ) have a statistical spread.

Finally, it is worth reiterating that although these MGLD and
MGLK include multiple grains, there is no explicit coupling
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between grains as might be found in a 2-D or 3-D Landau
model involving gradient and grain-boundary energy terms.
Such more complex models are not under consideration here,
although it must be said that any claims made with respect
to the utility of the compact MGLD and MGLK models
considered here, cannot be said to also apply to those more
complex phase-field-type models.

B. Monte Carlo (MC) Models (MCP, MCNLS, and TANLS)

The following models can all be qualified as being of the
Monte Carlo (MC) type. In all such models, the simulation
is divided into discrete time steps with a certain applied
field associated with that time step. The ferroelectric response
is then determined by considering a discrete ensemble of
switching units that can switch between a +1 and −1 state
according to a certain field-dependent probability. The func-
tional behavior of this probability depends on the specific
model and its specific physical assumption. Random numbers
are then generated for each switching unit and for those where
the random number is below the switching probability, their
switching state is flipped. The total polarization is then the
average of all switching units.

1) MC Preisach Model: The well-known Preisach model [34]
seeks to model hysteretic systems by describing their behavior
in terms of an ensemble of abstractified fundamental switching
units called hysterons. Each hysteron can hold only one of two
binary states, Pi = ±1, and the total polarization is then the
average state of these hysterons weighted by a single total
remnant polarization of the system: Ptot = Pr

∑ng

i Pi/ng.
Although each hysteron is assumed to equally contribute to the
total polarization, a choice justified by match to experiment,
each has its own “flip up” field, E↑, and “flip down” field, E↓,
such that a hysteron in the state Pi = −1 will remain there
until it experiences a field E − Ei > E↑ at which point it will
transition to the Pi = +1. The opposite meaning then applies
for the field E↓.

As before, for ease of conceptual interpretation, rather than
speaking in terms of E↑ and E↓ fields, it is beneficial to recast
them in terms of coercive fields, Ec, and intrinsic fields, Ei ,
according to the definitions

Ec = E↑ − E↓
2

, Ei = E↑ + E↓
2

. (4)

In the traditional Preisach model, there are assumed to be an
infinite number of hysterons defined by a continuous distrib-
ution f (E↓, E↑) (or f (Ec, Ei)) such that f (E↓, E↑)d E↓d E↑
represents the fraction of hysterons with flip up/down fields in
the interval [E↓, E↓ +d E↓]×[E↑, E↑ +d E↑]. However, here,
we assume an MC implementation where a finite number of
hysterons are considered with fields drawn from the Gaussian
distributions defined by 〈Ei〉, σEi , 〈Ec〉, and σEc . In the limit of
infinitely many hysterons, the two descriptions are numerically
equivalent.

2) MC Nucleation-Limited-Switching Model: The Preisach
model is well suited to the description of the major and minor
hysteretic loops of a ferroelectric. However, it is fundamentally
a static model with its hysterons responding instantaneously
to a given applied field. Thus, it is incapable of modeling

any form of transient ferroelectric behavior. To capture such
dynamical behavior, we considered two additional models,
the first of which is the MC nucleation-limited-switching
(MCNLS) model.

The MCNLS model is conceptually very similar to an
MC-based Preisach model except instead of having clear
abrupt flip up/down fields above/below which switching is
guaranteed and below/above switching never occurs, hysterons
instead have an activation field, Ea, that dictates a character-
istic switching time, τsw(E), dependent on the current applied
field according to Merz’ law [35], a power-law relation

τsw,i (E)

=
⎧⎨
⎩τ0 exp

((
Ea,i

|E − Ei,i |
)α)

, sign(Pi ) �= sign(E − Ei,i )

∞, otherwise

(5)

where τ0 is the intrinsic switching time, Ei,i is an intrinsic
biasing field with the same meaning as previously, and α is a
fittable exponent with a typical value of 2–3 (and is unrelated
to αi being the linear coefficient of Landau-based models).
It is important to note the piecewise definition with respect to
the sign of E − Ei,i . Thus, “up switching” only occurs when
the applied field is greater than Ei and “down switching” only
when it is less than Ei .

The instantaneous characteristic switching time, τsw, then
defines a probability per unit time of a given hysteron i
with activation field Ea,i to flip. In the most general case,
this switching probability, psw, can be considered to be a
memory-having Weibull process

psw,i = 1 − exp
(−(hi (t + �t)n − hi (t)

n)
)

(6)

where hi = ∫ t
t=0 dt/τsw,i (E(t)) and n controls the level of

Weibull-ness. Although such generalized switching behavior
has been considered in the literature [36], [37], here it was
found sufficient to assume a simple Poisson process, cor-
responding to n = 1, where switching per unit time has
no dependence on any previous time. Though generically
one could consider the exponent n as an additional tunable
parameter, even if that is not done so here.

Thus, an MCNLS simulation proceeds time-step by time-
step, where at each step of �t , the current field, E(t),
determines the switching probability for each hysteron, and
whether a given switch occurs is dictated by random number
generation. Thus, unlike the Preisach model, a given hysteron
can potentially change states at any field (provided E − Ei,i

has the correct sign) only with exponentially suppressed prob-
ability at low fields.

Thus, the key parameters of the MCNLS model are 〈Ea〉,
σEa , 〈Ei 〉, σEi , α and τ0 (which is assumed to be the same for
all hysterons).

3) Thermally Activated Nucleation-Limited-Switching Model:
The final model considered in this work is the thermally
activated nucleation-limited-switching (TANLS) model cham-
pioned in [38]. Conceptually, this model exists as a kind
of middle ground between the MGLK and MCNLS models
and considers a grain or hysteron (the distinction will be a
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matter of discussion shortly) subject to a Landau double-well
free energy landscape. However, rather than the polarization
state, Pi , being a continuous value obtained from solving
algebraic (1) instead Pi is assumed to only take the values
±1 corresponding to in which of the two wells the system
currently resides. Furthermore, transitions from one well to
the other are not assumed to occur only when the double-well
loses its central maxima (i.e., “rolling downhill”) but rather are
considered to be a thermally-driven process over a potential
barrier.

Thus, TANLS recasts a Landau-based perspective into an
MC model parameterized by: 1) the energy barrier Wb which
separates the two wells

Wb,i = 3
√

3

8
Ec,i Pr (7)

2) a critical volume at which a nucleus of reversed polarization
is thermodynamically stable against spontaneous collapse, V∗,
which typically has a value of 3–5 nm3; and 3) an attempt
frequency, ν0, which is often associated with the available
thermal energy for a scattering process (e.g., an optical
phonon energy - which are typically in the 20–100 meV range
- amounts to an attempt frequency of approximately 1013 Hz).
The final expression for the characteristic switching time in
TANLS as a function of these parameters is then

τsw = 1

ν0
exp

[
V∗

kbT
× (

Wb,i + Pi Pr (E − Ei,i )
)]

. (8)

For further discussion of this model, see [38]. As with the
MCNLS model, this τsw most generally then feeds into a
Weibull process according to (6) but here it was also found
that a Poisson process (n = 1) was sufficient. Furthermore,
the critical nucleus size and attempt frequency were assumed
to be material properties of the ferroelectric phase itself and
thus do not vary from grain to grain. Thus, as before, the key
parameters are the Gaussian-distributed parameters 〈Ei 〉, σEi ,
〈Ec〉, and σEc as well as Pr , ν0, and V∗.

C. General Discussion of the Models

The seven models considered in this work can be cate-
gorized in two ways: 1) whether they are dynamic or static
or 2) whether they are Landau-based or MC-based. The way
each model fits into these categorization criteria is detailed in
Table I. Static models have a polarization response to a given
field that is instantaneous. Conversely, dynamic models have
a characteristic time-scale associated with their polarization
response that is field-dependent. In the generalized case of a
Weibull process, where n in (6) is greater than 1, their response
may also be explicitly dependent on the history of the applied
field.

With regard to the second criterion of categorization,
a Landau-based model is deterministic and its behavior is
dictated by solving an algebraic equation where an MC
model has stochastic dynamics driven by random-number
generation and the random flipping of hysterons. In this work,
the classic Preisach model MC Preisach (i.e., MCP) is also
conceptualized as a type of MC model even if it has no
explicit random number generation in its dynamics as it still

considers an ensemble of discrete switching hysterons. The
TANLS model is also of special note because, although its
physical motivation is based on Landau’s free energy-based
reasoning, it is ultimately an MC model. Furthermore, it is
unique among the seven in that it has explicit temperature
dependence (note that although Landau models often have
a temperature dependence associated with the linear term of
(1) and (3), αi = −|α0|(T − Tc), this dependence controls the
existence of the ferroelectric ordered phase itself, not the speed
of the switching dynamics). However, the physical accuracy
of its temperature dependence in replicating the true thermal
behavior of polycrystalline films will not be considered here.

Furthermore, there is some debate as to whether the “grains”
of multigrained models are truly connected to physical met-
allurgical grains or are best also interpreted as an abstracted
entity like “hysterons.” Here, we maintain the common prac-
tice of the literature in referring to Landau “grains” without
specifically claiming that these should be interpreted as such.
Furthermore, as has previously been discussed, although there
exist a larger class of Landau models that considered spatiality
and explicit gradient and grain–grain interaction terms, these
are not what is under consideration in this work. Thus, the
“grains” considered here are directly constructed as uncou-
pled and independently switching, which further softens any
conceptual connection to real, physical metallurgical grains
within the film.

The final key distinction between the models that warrants
discussion is their treatment of the much-debated [12]–[16]
(quasi-static) “negative capacitance” effect in ferroelectric lay-
ered structures, such as MFIM or MFIS structures. Although
this work focuses on the response within a capacitor (i.e.,
an MFM) structure this question deserves some consideration.
However, as has been shown in the literature, any dynamical
model, including the MC models considered here, can replicate
“negative capacitance” via transient effects driven by a resis-
tive delay in switching (see [15] or [16]) or as simply “reverse
switching” (see [39]). Furthermore, the paradigmatic quasi-
static “negative capacitance” scenario involves traversing the
so-called “S-curve” of a Landau-based model. Such a thing
becomes impossible in multigrained Landau models with a
sufficient spread in their intrinsic and coercive fields. Thus,
all models considered here agree with a transient explana-
tion of observed “negative capacitance” and the only models
considered here [SGLD and single-grain Landau–Khalatnakov
(SGLK)] that fit with the more attractive quasi-static “S-
curve”-based “negative capacitance” will be found to be poor
models of experimental data.

III. MODELS VERSUS FORC MEASUREMENTS

In this work, the seven ferroelectric models are pitted
against two separate types of experimental measurements. The
first of these is a first-order reversal curve (FORC) measure-
ment on a ferroelectric capacitor and is intended to validate
the ability of the models to reproduce the static characteristics
of a polycrystalline ferroelectric film. What is meant by “static
properties” is that a FORC measurement involves a relatively
slowly applied wavepulse and thus the observed ferroelectric
response is expected to be solely due to the landscape of
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TABLE II
BEST-FIT PARAMETERS: FORC

coercive and intrinsic fields of the grains or hysterons of the
system. In other words, a FORC measurement explores the
distribution f (Ec, Ei) as discussed in Section II-B.1.

However, although a FORC measurement is considered a
static measurement, it is worth noting that from the perspective
of the MCNLS and TANLS MC models, no measurement can
truly be fully static. In the MCNLS model, the central object is
the field-dependent characteristic switching time and although
this switching time becomes exponentially longer, the further
E is from the activation field, Ea , it is not infinitely long, and
thus given infinite time all hysterons will eventually switch
(provided E > Ei ) at any arbitrarily low field in the MCNLS
model. In the TANLS model, both transitions from one free
energy potential well to the other and from that well back
to the original are processes that occur with a certain finite
probability in all fields. Thus, for example, when the applied
field is removed (i.e., E is returned to zero) if a TANLS film
is truly given infinite time, then its hysterons will spend equal
time in each well, since their energies are degenerate, resulting
in an average polarization of zero and no hysteresis at all.
Thus, with regard to the MC models, the term “static” is to be
interpreted in a pragmatic sense as meaning “on the order of
seconds” or “orders of magnitude slower than the characteristic
switching time of most hysterons.”

A FORC measurement consists of initially poling a ferro-
electric capacitor to the negative polarized state via a large
negative voltage and then applying a sequence of triangular
pulses of ever-increasing maximum amplitude to the film
always returning to the negative poled state at the end of each
pulse. In this way, the set of all minor loops originating from
the negative poled states and the major loop of the hysteresis
are unlocked. The FORC data used in this work were taken
from [40] and [41] and were performed on a TiN/ferroelectric
Hf0.5Zr0.5O2/heavily doped Si capacitor with an HZO thick-
ness of 10 nm and an area of 100 μm × 100 μm. The exper-
imental data exhibited a very strong linear dielectric response
including both intrinsic contributions from nonferroelectric
grains as well as from the measurement equipment. To focus
on only the ferroelectric behavior, this linear contribution to
the capacitor charge was subtracted. This was done by simply
determining the linear contribution that most resulted in a flat
slope at the ends of the major loop.

The original data included ∼100 triangular pulses. However,
for ease of exposition and clarity, five representative pulses

Fig. 1. Five representative pulses extracted from the experimental FORC
data of [40] and [41]. Inset: the representative applied waveform.

were extracted from the full set and used for both fitting and
plotting. This synthesized pulse, before the aforementioned
linear component has been subtracted, can be seen in the inset
of Fig. 1. Using this data, each model was subjected to a
least-squares statistical fitting model based on Nelders–Mead
optimization with the best-fitting parameter values found in
Table II. Although any MC simulation involves some random
variation from simulation to simulation, even given identical
parameters, in the best-fit searching, sample-to-sample vari-
ation was found to be insignificant, for the large number of
hysterons used, relative to those caused by parameter changes.
The final value of the sum-of-squared difference (SSD) of the
best fit for each model is also given, for reference. However,
as it is not possible to guarantee that the best fit of an
optimization algorithm with nonbounded parameters is truly
the global minima, these values should not be considered
infallible.

The results for the Landau- and MC-based models versus
the experimental FORC results are plotted in Fig. 2. As can be
seen, all models are capable of producing excellent matches
to the measured data except the single-grained ones. It is
interesting that the SGLK does have some ability to follow
the FORC curve but this is misleading as this requires highly
unphysical parameters that are likely extremely “hard-coded”
to the specific pulse sequence. In other words, the best-fit
SGLK has found a time response that is just perfectly right,
given the time-scale of the FORC data, to dynamically follow
the triangular pulses to “fake” the curve. As a result, the SGLD
and SGLK results have highly unphysical parameters.
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TABLE III
BEST-FIT PARAMETERS: POLARIZATION CHANGE VERSUS TIME

Fig. 2. Polarization versus applied voltage, after the linear charge
contribution has been subtracted, for each of the seven ferroelectric
models. a) SGLK and SGLD. b) MGLD. c) MGLK. d) MCP. e) MCNLS.
f) TANLS.

Additionally, it is interesting to note that a good fit is
possible for all models without the need for an experimental
spread in intrinsic fields Ei . However, in cases where such
a statistical spread leads to some, albeit small, improvement,
multiple fits are tabulated; with and without Ei variation.

IV. MODELS VERSUS SWITCHING

TIME MEASUREMENTS

Emboldened by the capability of all seven considered mod-
els to match the static behavior of a polycrystalline ferro-
electric film, it is then worthwhile to consider their validity
with respect to their dynamic properties. To do this, we again
consider experimental data drawn from [40] and [41] but
instead consider the switching time versus applied voltage
data. In this measurement, a ferroelectric capacitor of the same
size and makeup as that in Section III is initially poled to
the negatively saturated polarization state. Then, a single-step
pulse is applied of a certain voltage (ranging from 0.25 to
2.25 V) and the resulting change in polarization is tracked
as a function of time by integrating the measured capacitive
current. Additionally, the linear component of the capacitive
charge can be isolated by applying a second pulse after poling,
which would exhibit only a linear response, and subtracting
off that contribution. Thus, only the true polarization response
is plotted.

During that work, it was found that the measured switching
speed was ultimately limited by the RC response of the
measurement equipment rather than the intrinsic response

Fig. 3. Change in polarization versus time for an applied step pulse with
voltages ranging from 0.25 to 2.25 V for each of the seven ferroelectric
models. a) SGLK and SGLD. b) MGLD. c) MGLK. d) MCP. e) MCNLS.
f) TANLS.

of the ferroelectric itself. Thus, the short-time data, on the
order of microseconds, are to be considered as a convo-
lution of true ferroelectric dynamics and the measurement
circuit response. An important consequence of this is that
this data is not to be interpreted as an indication that a
ferroelectric film is incapable of switching at submicrosecond
speeds since that regime is not accessible via the measurement
equipment used. To model this, the ferroelectric models were
embedded inside an RC circuit with R and C being fittable
parameters.

However, even if the short-time behavior must be consid-
ered as a conflation of intrinsic (i.e., the film) and extrinsic
(i.e., the measurement circuit) dynamical responses, such data
also exhibit noticeable long-time behavior with polarization
continuing to rise and exhibit an ongoing response over a
time range of at least six orders of magnitude (see also,
e.g., [36], [37] for a similar dataset). It is this long-time
behavior that is of particular interest as it cannot possibly
result from a static model such as the MCP or SGLD/MGLD
model whose response is instantaneous. See Fig. 3 for the
best attempt to match these models to experimental data.
The best-fit fitting parameters for all models can be found
in Table III.

However, it is also important to note that the MGLK
model seems similarly incapable of reproducing the observed
long-time behavior as its dynamical response is linear, para-
meterized by ρ, and thus it has no mechanism for exhibiting
a response over an exponentially wide range of time scales.
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One could argue that such behavior might be possible if the
underlying distribution of coercive and intrinsic fields [i.e.,
f (Ec, Ei )] was not chosen to have a Gaussian distribution
but rather one with a longer exponential tail, such as log-
normal. However, it is interesting to note that the MCNLS
model shown in Fig. 3 can very ably reproduce the observed
dynamics over all time scales, better than a “lumped domain”
Landau–Khalatnikov (LK)-based approach and thus putting
doubt on the physical veracity of such approaches. However,
it has been found that more complex 3-D models utilizing an
LK-like phase-field model can at least qualitatively reproduce
such long-term behavior provided explicitly spatially varying
coercive fields are considered [42].

Finally, the results of the TANLS model are shown in
Fig. 3. Here, it is seen that although the TANLS model is
capable of long-time dynamics, with a polarization response
observed even at long time scales, the physical accuracy of
this long-time behavior seems to be in poor agreement with
the experiment.

Another point of note is that the same parameters for
identical devices are found to vary somewhat between
Tables II and III. Indeed, attempts (not shown) to simultane-
ously fit both measurements with a common set of parameters
result in markedly poorer fits for all models. It is difficult
to confidently indicate the source of these discrepancies but
there are likely three possible sources: differing amounts of
wakeup, measurement instrumentation differences and overly
simplified assumptions of the underlying distributions of key
parameters. In both measurements, the devices were precycled.
However, for example, the FORC measurement involves over
a hundred additional pulses throughout the course of the
measurement. It is possible that this produces some further
amount of wakeup and thus material parameter variation
relative to the other measurement. Another possible origin is
the fact that each measurement extracts an estimate of the
polarization from a different post-processing approach on a
different type of pulse sequence using different measurement
devices (for further details, see the original articles [40]
and [41]). This may also introduce systematic differences
between the two datasets. Yet another contributor is that
many quantities are assumed constant or Gaussian that may,
if given more complex behavior may allow for a closer match
between fitting parameters. However, this would also be at
the cost of potentially dramatically increasing the number of
unknown variables. Finally, although all models have been
described using a set of conceptually similar quantities, such
as coercive fields, the actual mathematical role of these same
quantities in governing physics is different from model to
model. Therefore, one would not expect, for example, Ec to
take the same value in two different models, even if it has
been given the same name for clarity of concept. Finally,
as the models considered here are all “compact” or “0-D,” they
necessarily must approximate away many microscopic details
and encapsulate them in a few rough emergent parameters.
Thus, although these models, because of this simplicity and
relatively few numbers of parameters, have tremendous utility,
some deviation from setting to setting for the same film may
be unavoidable.

V. CONCLUSION

In this work, seven models of polycrystalline ferroelectric
thin films were considered: four Landau-based models being
the SG, MG, LK, and LD models, two MC-based models
being the MC (MCNLS) and thermally assisted (TANLS)
nucleation-limited-switching models, and an MC variant of the
traditional Preisach (MCP) model were all compared against
experimental results on an HZO capacitor. It was found that,
despite the broad use of a single-grained Landau model in the
literature, such a model is incapable of reproducing either the
static or dynamic properties of real HZO films. Furthermore,
it was found that Landau models, in general, were poorly
able to reproduce the long-time dynamic behavior of such
films. Conversely, the MCNLS model was found to give good
agreement in all cases.
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