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Abstract

Buildings constitute more than 40% of total primary energy consumption worldwide and are bound to
play an important role in the energy transition process. To unlock their potential, we need sophisticated
controllers that can understand the underlying non-linear thermal dynamics of buildings, consider user
comfort constraints and produce optimal control actions. A crucial challenge for developing such controllers
is obtaining an accurate control-oriented model of a building. To address this challenge, we present a novel,
data-driven modeling approach using physics informed neural networks. With this, we aim to combine
the strengths of two prominent modeling frameworks: the interpretability of building physics models and
the expressive power of neural networks. Specifically, we use measured data and prior information about
building parameters to realize a neural network model that is guided by building physics and can model the
temporal evolution of room temperature, power consumption as well as the hidden state, i.e., the temperature
of building thermal mass. The main research contributions of this work are: (1) we propose two new
variants of physics informed neural network architectures for the task of control-oriented thermal modeling
of buildings, (2) we show that training these architectures is data-efficient, requiring less training data
compared to conventional, non-physics informed neural networks, and (3) we show that these architectures
achieve more accurate predictions than conventional neural networks for longer prediction horizons (as
needed for effective control). We test the prediction performance of the proposed architectures using both
simulated and real-word data to demonstrate (2) and (3) and argue that the proposed physics informed
neural network architectures can be used for control-oriented modeling.

Keywords: Physics-informed neural networks, control-oriented modeling, thermal building models, deep
learning

1. Introduction

According to the recent IPCC report on climate
change, global temperature is expected to reach the
1.5°C threshold in the next decades [1]. In the fight
against climate change, the energy and power sector
is going through numerous changes such as phasing
out of coal-based generation, the addition of renew-
able energy sources and decentralization of gener-
ation and storage units. Concurrently, there is a
growing need for efficient and flexible energy con-
sumption that can accommodate the energy gener-
ated by intermittent renewable energy sources such
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as wind and solar power [2]. An important sector
for providing this energy efficiency and flexibility is
the building sector. As of 2016, buildings accounted
for 40% of total primary energy consumption world-
wide and around 55% of total electricity consump-
tion in the EU [3]. With these numbers expected
to rise over the years, efficient control of building
energy consumption will play a crucial role in the
energy transition process.

Significant research has been carried out in the
context of control algorithms for energy manage-
ment in buildings, ranging from simple Rule-based
Controllers to advanced controllers like Model Pre-
dictive Control (MPC) and Reinforcement Learning
(RL) [4]. In MPC, a physical model of the system
is used to anticipate the future behavior of the sys-
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tem and optimize its performance [5]. This enables
MPC-based controllers to be sample efficient and
produce interpretable control decisions. However,
the accuracy of MPC is closely related to the fi-
delity of the model, which is often difficult to ob-
tain for real-world scenarios [6]. Contrary to this,
data-driven controllers like RL, work directly with
past interactions between the system, without the
need for explicit physics knowledge. Although these
RL-based controllers have shown promising results,
they present a black-box solution that requires large
amounts of training data. Additionally, in previous
work such as [7], RL controller was trained using a
physics model-based simulator to ensure that train-
ing data obtained was sufficiently diverse and to
avoid taking harmful exploration actions.

This makes obtaining accurate building models
a crucial requirement for developing better control
algorithms. A variety of modeling techniques have
been studied previously and are broadly classified
into physics models (white box, grey box) and data-
driven models (black box) [8]. The physics mod-
els involve solving a system of partial differential
equations based on the underlying physical laws,
commonly achieved using numeric solvers such as
EnergyPlus, Modelica, as presented in, e.g., [9, 10].
The use of such models however has been limited
in the control domain, primarily due to the high
computational cost associated with solving the un-
derlying system of partial differential equations [9].
Alternatively, a lumped parameter model using re-
sistive and capacitive networks is used for control-
oriented modeling. With this framework, different
thermal components in a building are modeled us-
ing an RC network and simplified to obtain a lower
order model that is easier to solve. However, even
with these approximations, the models obtained are
highly specific and require significant modeling ef-
fort as demonstrated in [11].

Data-driven models circumvent these modeling
challenges by relying completely on obtained data.
Previously, techniques such as ARIMA, Genetic Al-
gorithms, Neural Networks, etc., have been studied
and have shown good modeling capabilities [8, 12].
Yet, as discussed in [8], these techniques have their
own challenges in the form of huge training data
requirement and lack of interpretability.

To get the best of both these worlds, we propose
to incorporate self-learning, physics guided mod-
els with model-based reinforcement learning algo-
rithms to develop interpretable control agents in
a data-driven manner. As a first building block,

we propose to work with Physics Informed Neural
Network architectures to learn physically relevant
control-oriented models of real-world systems. This
is achieved by explicitly providing information re-
lated to the underlying physics of the system to a
deep neural network during the training procedure.

The main contributions of this paper can be sum-
marized as:

(1) We propose two new variants of physics
informed neural network architectures (Sec-
tion 3) for control-oriented modeling of ther-
mal behavior of a building and validate their
accuracy using simulated data (Section 5.1).

(2) Based on real-world cold storage data (Sec-
tion 4) we show that these physics informed
neural networks perform better than conven-
tional, non-physics informed neural networks
at predictions for longer time horizons (Sec-
tion 5.3).

(3) We further show that training these physics in-
formed neural network architectures is a data-
efficient process, requiring less training data
than conventional, non-physics informed neu-
ral networks (Section 5.2).

While we acknowledge that the general concept
of using physics informed neural networks models in
itself is not new (as indicated through the literature
review in the subsequent Section 2), the specific
physics informed neural network model we have de-
signed (incorporating basic constraints based on a
simple RC model) is. Through aforementioned ex-
periments we demonstrate our model’s feasibility
and practical applicability, based on experiments
using real-world data.

2. Related Work

This section presents a non-exhaustive review of
previous work related to our paper. We specifically
focus on (i) Building Control and Modeling Algo-
rithms and (ii) Physics Informed Neural Networks.

2.1. Building Control and Modeling

Extensive research has been carried out previ-
ously in this domain, with work such as [4, 13] pre-
senting exhaustive reviews of different control algo-
rithms. MPC has emerged as an established control
technique with works such as [14, 15, 16] present-
ing case studies for practical implementations in
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real-world buildings. These works show that MPC-
based control strategies can lead to cost savings of
about 20% compared to the existing rule-based con-
trol algorithms. An MPC strategy involves a phys-
ical model of the system and a set of constraints to
formulate a receding horizon optimization problem
that is solved at every time step to obtain opti-
mum control actions [5]. Authors in [15, 16] utilize
a grey-box RC model for the buildings. This leads
to a bilinear building model and results in a non-
linear optimization problem that can still be solved
with reasonable accuracy using a sequence of lin-
ear programs [16]. Solving this optimization prob-
lem is computationally expensive and can limit the
practical applicability of MPC controllers. Besides
this, MPC controllers are expensive to obtain as
indicated in [16], whose authors conducted a cost-
benefit analysis of using MPC-based control strate-
gies in real-world buildings. They concluded that,
while MPCs can lead to a decrease in operating
costs, the investment costs are much higher, primar-
ily due to higher costs associated with the modeling
of buildings, thus prohibiting widespread commer-
cial application. Further, these building models are
seldom scalable and need to be developed for indi-
vidual buildings. E.g., in [11], authors discuss the
model identification process for a real-world build-
ing and present a procedure for estimating build-
ing parameters. This procedure leads to models
with accurate multi-step temperature predictions
(0.3°C prediction error). However, this identifica-
tion process involves solving a quadratic program
to obtain good initial estimates of building parame-
ters, followed by solving a multi-step prediction op-
timization problem to obtain the final model. This
highlights the high computational requirements for
obtaining a good building model and the lack of
scalability. Additionally, the modeling approaches
presented above approximate the non-linear ther-
mal dynamics of the building using a first-order
Euler discretization. As presented in [17], such ex-
plicit approximations can lead to inaccurate build-
ings models especially in scenarios involving low
data sampling rates. This leads to approximate
models which can be susceptible to errors and lead
to biased control actions, as discussed in [9, 18].

Data-driven control techniques circumvent afore-
mentioned shortcomings of MPC by completely re-
lying on collected data as presented in [19]. Owing
to the recent success of works such as [20], Rein-
forcement learning-based controllers are gaining im-
portance in developing controllers for buildings [21].

RL-based controllers are self-learning controllers
that use data collected from past interactions be-
tween the system and the controller to learn the
dynamics of the system and achieve a pre-defined
objective [22]. Works such as [7, 23] have stud-
ied RL-based controllers in the context of building
control and show that such RL controllers can lead
to 5 − 12% energy savings compared to the exist-
ing rule-based controllers. Additionally, [24] com-
pares the performance of MPC and RL controllers
to show that RL controllers are able to outperform
a linear MPC-based controller for two different test
scenarios. Though these works indicate promis-
ing results for RL-based controllers, they also high-
light existing challenges in real-world deployment
of RL. These include large training data require-
ment, lack of interpretability, need for safe explo-
rations, etc. [25]. E.g., in [23], the authors use one
year of data for training the RL controller using
random explorations. Similarly, in [7], the authors
use 2 months of temperature data for obtaining a
training data size equivalent to 3000 simulated tra-
jectories. This data intensive nature and need for
significant exploration represents a common chal-
lenge faced by RL-based control strategies. Hy-
brid control approaches have been studied to miti-
gate some of these problems by combining domain
knowledge with these RL controllers [18, 26]. E.g.,
in [26], the authors present a hybrid control strat-
egy by merging model-free and model-based con-
trol strategies. They propose an aggregate-and-
dispatch control framework for a cluster of water
heaters in which an MPC controller calculates en-
ergy set-points for the cluster and the dispatch is
carried out based on a fitted Q-iteration RL strat-
egy.

We present a different approach, where instead
of using a model of the system directly, we focus
on learning this model using the available data and
then using it in a model-based RL approach. While
different techniques for this control-oriented mod-
eling problem have been studied previously, these
techniques were focused on creating convex, lin-
ear (or bi-linear), time invariant models compati-
ble with MPC formulation and available optimiza-
tion solvers [27, 28]. In contrast, our objective
in this work is to learn a low dimensional, latent
space dynamics model of the system to use it in
RL, where these latent representations can be used
to learn optimum control policies as demonstrated
in [29, 30]. Concretely, we propose using Physics
Informed Neural Network architectures [31].
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2.2. Physics Informed Neural Network Architec-
tures

As introduced in [31], Physics informed neural
networks represent a novel class of neural network
architectures where prior knowledge about the
system is encoded explicitly in the architecture.
This work is similar to [32], where inductive biases
based on the underlying physics laws are coded
directly into the network. Several works have
built upon this idea and have shown promising
results in obtaining approximate solutions for
difficult physics problems such as two body me-
chanics [33], heat transfer [34]. In [31, 34], the
encoded physics knowledge is strictly enforced
on the predictions of the neural network and
assumes the availability of complete physics.
Differing slightly from this approach, in [33], the
authors enforce partially known physics and learn
remaining physics parameters using the available
data. These approaches show that trained models
are better at extrapolating and require fewer
training samples. Consistent with these works, we
propose using physics informed neural networks
for modeling the thermal behavior of a building.
This is an emerging domain in building energy
modeling and control, with previous works such
as [35, 36, 37] presenting different approaches for
providing prior physics knowledge to conventional
black-box algorithms. In [35], the authors present
a Physics-informed ARMAX method for modeling
buildings and using these models with MPCs.
The results indicate good performance of MPCs
based on this model, including significant training
sample efficiency attributed to the prior knowledge
that is provided to the physics-informed ARMAX
models. In [36], the authors present a physically
consistent neural network architecture comprising
of a physics-informed module in parallel to a black
box module. With this approach, the authors show
good prediction performance for longer prediction
horizons as compared to a grey-box model. In [37],
the authors present a physics-constrained deep
learning model for control oriented model of a
commercial building. The authors propose a
structured recurrent neural dynamics model that
models the non-linear thermal dynamics of the
building using individual linear neural blocks with
constrained eigenvalues. The authors show that
such an architecture is data efficient, requires less
training time and gives state-of-the-art prediction
results for the case of large office buildings.
Differing from the works presented above, we

encode the physics directly by using neural
network outputs to calculate additional physics-
based losses. Additionally, we propose to extract
low-dimensional latent representations which
correspond to the hidden states of the system and
use prior physics knowledge to guide them towards
a physically relevant space. This ensures that the
obtained latent representations are disentangled,
as opposed to the unsupervised learning cases
discussed in [38, 39]. Once trained, these physics
informed neural network models can be used with
model-based RL algorithms such as MuZero [29],
Dreamer [30] to obtain optimum control actions
for building control.

3. Mathematical Modeling

With a focus on obtaining control-oriented mod-
els, we first model the thermal behavior of the
household as a discrete-time Markov Decision Pro-
cess (MDP), a commonly used sequential modeling
framework [22]. Subsequently, we train our physics-
informed neural networks to predict the ‘next state’
given the ‘current state’ and ‘action’. This mod-
eling approach has been discussed in this section
along with the formulation of Physics informed neu-
ral networks.

3.1. Problem Formulation

A Markov Decision Process (MDP) is a com-
monly used framework to model sequential deci-
sion making problems [22]. An MDP consists of
4 main components: state space (X), action space
(U), state transition function (f) and reward func-
tion (ρ). In a fully observable setting, the transition
function f : X ×U ×W → X represents the true
mapping at time step i, between the current state
(xi), the current action (ui), an exogenous param-
eter (wi) and the next state (xi+1) of the system
and is given as:

xi+1 = f(xi,ui,wi), (1)

Here, wi represents the stochasticity in the system
and is assumed as an independent random vari-
able. The transition function (f) represents the
true dynamics of the system and to obtain a control-
oriented model, it is necessary to approximate this
transition function. For data-driven methods, this
reduces the problem into a supervised learning
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problem with the objective of estimating the transi-
tion function using a labeled set of state transitions
F = {(x1,u1,w1,x2), . . . , (xN ,uN ,wN ,xN+1)}.
E.g., a neural network with parameters θ can be
trained using Stochastic Gradient Descent (SGD)
to solve the following optimization problem:

min
θ

1

N

N∑
i=1

(xi+1 − fθ(xi,ui,wi))
2. (2)

With this conventional approach, the neural net-
work learns to estimate the transition function by
fully relying on the training data-set, without ex-
plicitly learning the underlying physical relation-
ships. It should be noted that Eq. (2) represents the
scenario for a fully observable system, where com-
plete state information is known and can be used
to obtain predictions for the next states. However,
a real-world system; such as a thermal model for
a building; is generally partially observable where
some state parameters cannot be measured or ob-
tained directly. In such cases, using Eq. (2) directly
is not useful as the observed states lack complete
information. To mitigate this, [22] presents dif-
ferent approaches, one of which involves engineer-
ing new high-dimensional features based on the ob-
served states. E.g., in case of a thermal model for
a building, the observed state can include measure-
ments of room temperature or actual power con-
sumption, whereas a hidden state parameter can
be the temperature of building thermal mass (e.g.,
walls, furniture etc. ) which is difficult to measure
or estimate accurately. Accordingly, to compensate
for this missing state parameter, a sequence of past
room temperature measurements can be used in lieu
of a single room temperature measurement and this
corresponds to an engineered feature for mitigating
partial observability of this system.

For such partially observable MDPs, the state
space(X) consists of an observable component
(Xobs) and a feature engineered component (Xf)
such that X = Xobs ×Xf. With this high dimen-
sional state representation, a neural network can be
trained to estimate the next observable state (xobs

k+1)
given state, action and other exogenous inputs, thus
modifying the optimization problem in Eq. (2) as:

x̂obs
i+1 = fθ(xi,ui,wi),

min
θ

1

N

N∑
i=1

(xobs
i+1 − fθ(xi,ui,wi))

2.
(3)

Aside from this data-driven approach, for problems

where the physics of the system are known apriori,
the system dynamics can be approximated using a
system of ordinary or partial differential differential
equations that relate the observable states (xobs

i ),
actions (ui), other exogenous factors (wi), hidden
state parameters (zi) and system parameters (Ω).
This is represented using a generic differential op-
erator (DΩ) as:

DΩ(xi,ui, zi, zi+1,wi) = 0. (4)

In the following section, we present the physics in-
formed neural network architectures, which com-
bine Eq. (3)–(4) to obtain control-oriented models
for systems where the underlying physics are known
a priori.

3.2. Physics Informed Neural Network Architec-
tures

Consistent with previous works such as [31, 33],
we explicitly encode the underlying physics of the
system in a standard neural network architecture
and then train it on the data collected. Assuming a
partially observable setting, the network is trained
to predict the next observable state (xobs

i+1) and a
latent representation (zi) using a high dimensional
state input (xi), action (ui) and exogenous informa-
tion (wi). This is done by setting up a constrained
optimization problem based on Eq. (3) as:

min
θ,Ω

1

N

N∑
i=1

(
xobs
i+1 − x̂obs

i+1

)2

s.t. DΩ(xi,ui, ẑi, ẑi+1,wi) = 0,

∀ (xi,ui,wi,x
obs
i+1) ∈ F .

(5)

To solve this optimization problem, we define a loss
function composed of two terms; Lreg represents the
mean squared error loss for regression and Lphys

represents the physics-based loss that makes the
network adhere to the underlying physics. It should
be noted that for real-world scenarios the dynamics
of the system is influenced by exogenous param-
eters/ noise and does not exactly satisfy Eq. (4).
To manage this, we replace the strict equality by a
least-squared error term as shown in the loss term
formulation in Eq. (6).

Loss = Lreg + λ Lphys

Lreg =
1

N

N∑
i=1

(
xobs
i+1 − x̂obs

i+1

)2

Lphys =
1

N

N∑
i=1

(
DΩ( xi,ui, ẑi, ẑi+1,wi)

)2
(6)
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The influence of the physics-based loss term is regu-
lated using λ. The optimization problem defined in
Eq. (5) can then be solved by using stochastic gradi-
ent descent to minimize the loss defined in Eq. (6).

Based on this formulation, we propose two vari-
ants of Physics Informed Neural Networks as shown
in Fig. 1. The proposed networks have different
architectures but are both trained based on the
methodology described in Eq. (5)–(6). Figure 1(a)

(a) PhysNet

(b) PhysReg MLP

Figure 1: Physics Informed Neural Network architectures.
xf
i represents a high dimensional feature engineered state

component of the system, whereas xobs
i represents the ob-

servable components of the input sample i. zi represents a
low-dimensional latent representation of the system.

presents an architecture comprising two modules,
an Encoder and a Dynamics module. The encoder
module is parameterized by θL and the dynamics
module is parameterized by θd. The encoder mod-
ule creates a bottleneck and encodes the high di-
mensional, feature engineered component of state
inputs (xf

i) into a low dimensional latent represen-
tation (ẑi). This latent representation along with
observable state information (xobs

i ), action (ui) and
other exogenous information (wi) are then used by
the dynamics module of the network to predict the
next observable state (x̂obs

i+1) of the system. Thus,

a forward pass of this network can be expressed as:

ẑi = gθL(xf
i),

x̂obs
i+1 = hθd(ẑi,x

obs
i , ui,wi)

(7)

With this architecture, the prediction for next ob-
servable state depends on, among other parame-
ters, the prediction of the latent representation (ẑi).
This ensures that the encoded representation ob-
tained from this network contains information re-
garding the dynamics of the system.

Differing slightly from this approach, Fig. 1(b)
presents a conventional fully connected neural net-
work architecture where physics knowledge is incor-
porated based on Eq. (5)–(6). The inputs of this
architecture comprise of the full state representa-
tion (xi = (xf

i,x
obs
i )), action and exogenous infor-

mation. With these inputs, the network predicts
the next observable state and a latent representa-
tion simultaneously. Thus, there is explicit param-
eter sharing between these predictions and these
shared parameters are represented by θ. The out-
put layer uses an identity activation function and
hence the outputs (x̂obs

i+1 and ẑi) are linear combi-
nations of output of the last hidden layer of the
network (sθ). Thus, a forward pass of this network
can be formulated as:

ẑi = g1sθ(xi,ui,wi) + g2,

x̂obs
i+1 = h1sθ(xi,ui,wi) + h2,

(8)

where g1, g2, h1 and h2 are matrices of appropri-
ate dimensions. With this parameter sharing, the
obtained latent representation does not contribute
in obtaining the predictions for the next observ-
able state. Consequently, this latent representa-
tion may not contain sufficient information about
the dynamics of the system. However, due to the
physics, the latent representation is physically rel-
evant and represents the hidden parameters of the
system. Hence, in this case, the physics module
acts as a regularization term guiding the network
to learn the dynamics of the system and some la-
tent representations simultaneously.

4. Experimental Setup

In this section, we apply the general methodol-
ogy introduced in Section 3 for the case of thermal
modeling of a building. We will detail the thermal
building model used, the type of experiments per-
formed and the configurations of physics informed
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Figure 2: The resistance-capacitance network thermal model
of the building

neural network architectures used. We compare the
prediction accuracy of both architectures against
a similar conventional neural network and assess
whether the proposed architectures can be used for
control applications.

4.1. Thermal Model of a Building

A simplified scenario is considered with a single
room (or zone) that is heated using a heat source.
To model this scenario, we adopt a grey box mod-
eling approach using the 2R2C network model [40],
illustrated in Fig. 2 and with the following state-
space formulation:

[
Ṫr
˙Tm

]
=

[
−
(

1
CrRra

+ 1
CrRrm

)
1

CrRrm

1
CmRrm

− 1
CmRrm

]
·
[
Tr
Tm

]

+

[
b
0

]
· u+

[
α
Cr

β
Cr

1
CrRra

1−α
Cm

1−β
Cm

0

]
·

GIg
Ta

 .
(9)

Here, Tr, Tm and Ta are the room temperature,
temperature of building’s thermal mass and out-
side temperature respectively, G, Ig represent solar
irradiance and internal heat gains, and Ri, Cj cor-
respond to heat transfer parameters of the building.
The room temperature Tr is an observable state of
the system that can be measured. Contrarily, Tm
is a hidden state of the system which cannot be
measured directly and, in most cases, is extremely
difficult to estimate. This modeling approach hence
leads to a partially observable model of the build-
ing. Additionally, a low-level back-up controller is
assumed which ensures that the room temperature
remains within a predefined set of limits based on
the comfort of the user. The action of this back-
up controller affects the actual power consumption

(uphys
i ) which is modeled as:

uphys
i =


0 : Tr,i > Tmax

r

ui : Tmin
r ≤ Tr,i ≤ Tmax

r

umax : Tr,i < Tmin
r

(10)

This backup controller ensures the comfort of the
user and its actions leads to a difference between
the power demanded (ui) and the actual power con-

sumed (uphys
i ). To solve Eq. (9)–(10), an accurate

estimate of hidden state (Tm) is required along with
accurate measurements related to exogenous quan-
tities like G and Ig. Since in practice precise es-
timates, measurements are difficult to obtain, we
will eventually get only an approximate solution.
Further, the building parameters like conductivity
of different walls change over time due to deterio-
ration and lead to model bias. Hence modeling a
household directly using Eq. (9)–(10) is a difficult
and expensive process and can lead to biased and
sub-optimal control policies.

4.2. Physics Informed Neural Network Configura-
tions

The state-space model defined in Eq. (9) is a con-
tinuous time model. To map this model as an MDP,
we discretize it based on the frequency of choosing
an action (u). For our case study, we set this fre-
quency to one action every 30 minutes and assume
that the inside room temperature and power con-
sumed by the heating source are monitored over
this fixed time interval (∆t). The objective of the
physics informed neural network model is to predict
the room temperature and the power consumed for
subsequent time steps.
Both architectures shown in Fig. 1 were used and
prior physics information was given by discretizing
Eq. (9). This state-space model leads to a partially
observable system. To mitigate this, input in the
form of a sequence of past k observable states and
actions (xf

i) along with observable state, actions
and other exogenous information in the form of
time of day (t) and outside air temperature is used.
With these inputs, the networks predict the room
temperature, power consumption and estimate the
temperature of building thermal mass (Tm). The
resulting state and action definitions are summa-
rized in Table 1.

The parameter k, referred to as ‘depth’, con-
trols the amount of information given to the neu-
ral network. It is important to note that the ob-
served states for time step i consist of the room
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Table 1: State and Action Definitions for time step i

Symbol Physical Meaning

xfi {(Tr,i−k, . . . , Tr,i−1),

(uphys
i−k−1, . . . , u

phys
i−2 )}

xobs
i (Tr,i, u

phys
i−1 )

wi (ti, Ta,i)

zi Tm,i

ui Controller Power

temperature at this time step (Tr,i) and the ac-
tual power that was consumed during the last time
step (uphys

i−1 ). Prior physics knowledge is provided to
these architectures by directly plugging in Eq. (9)
in the form of[

Ṫr
˙Tm

]
=

[
−a11 a12

a21 −a22

]
·
[
Tr
Tm

]

+

[
b
0

]
· u+

[
c11 c12 c13

c21 c23 0

]
·

 0
0
Ta.

 (11)

The parameters ai, b, cj are building specific pa-
rameters and initialized based on the building EPC
values and further tuned during the training phase.
This ensures that in the absence of accurate values
of these parameters, the model can be initialized
with approximate values. Moreover, these values
can be tuned over time, thus taking into account
any natural variations. It should be noted that this
prior knowledge can be provided based on any other
model of choice. However, as we focus on obtain-
ing control-oriented models, a 2R2C modeling ap-
proach was chosen, which has been used previously
in developing MPC-based control strategies [14, 40].
With this information setting, the different compo-
nents of the loss function defined in Eq. (6) can be
formulated as:

Lreg =
1

N

N∑
i=1

(Tr,i − T̂r,i)2

+
1

N

N∑
i=1

(uphys
i − ûphys

i )2,

Lphys =
1

N

N∑
i=1

(TMm,i − T̂m,i)2,

(12)

The hidden state (TMm,i) represents the physics mod-

ule output and is computed by first estimating Ṫr,i

and then using Eq. (11) to obtain TMm,i as shown in
Eq. (13).

Ṫr,i =
Tr,i+1 − Tr,i

∆t

TMm,i =
1

a12
(Ṫr,i + a11T̂r,i − bûphys

i − c13Ta,i)
(13)

Here, T̂r,i is obtained as an output by using input

sample i − 1 and ûphys
i is obtained by using input

sample i. The target value for the hidden state is
explicitly dependent on the predictions of the room
temperature and the power consumed. The loss
functions defined in Eq. (12) guides the outputs of
the networks towards physically relevant values.

4.3. Training Data

We considered two different scenarios for obtain-
ing training data for these architectures: (1) a sim-
ulated single household environment, and (2) real-
world cold storage data. The simulated scenario
has been specifically designed to assess the capac-
ity of the proposed physics informed neural net-
work architectures to estimate the hidden state Tm
of a building. After establishing this, later experi-
ments focused on the real-world data scenario and
assessed the performance of our proposed architec-
tures for different configurations. Both scenarios
involved observations related to room temperature,
actual power consumption, control actions and out-
side air temperature. The frequency of these mea-
surements was set to 1 measurement per 30 min-
utes. A training data-set equivalent to 120 days of
such measurements was generated/collected. Sim-
ilarly, a test data-set was generated equivalent to
5 days that were not a part of the training set. Each
day corresponds to 48 input samples and the test
sets for both scenarios used are shown in Fig. 3.

4.3.1. Simulated Data

In this scenario, Eq. (9)–(10) were solved, as dis-
cussed in [40]. A discretization step of 1 minute
was assumed and a control action was taken every
30 minutes. For every minute, a first order approx-
imation of Eq. (9) was solved to obtain the room
temperature, hidden state and actual power con-
sumption. To further simplify the scenario, we ig-
nored the effects of solar irradiance and internal
heat gain. The simulation was initialised by set-
ting Tr = Tm = 17°C. Further, control action u
was chosen randomly and did not follow any active
control logic. Figure 3(a) shows a subset of data
generated in this scenario.
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(a) Simulated data for a household

(b) Real-world cold storage data

Figure 3: Test data-sets used for both data scenarios,
(a) Simulated Data, (2) Real-world scenario.

.

4.3.2. Real-world Data

This scenario involved data obtained from a cold
storage. This scenario is more complex than the
simulated data generated as it involved actions
taken by an active control strategy and also in-
cluded solar irradiance, internal heat gains, etc. The
influence of these exogenous factors was recorded
only indirectly, via the room temperature measure-
ments, due to absence of sensors to directly mea-
sure them. Figure 3(b) shows a subset of data cor-
responding to this scenario. In this cold storage
case, no back-up controller was used and hence the
actual power consumed is identical as the control
setpoints.

4.4. Parameter Tuning for Physics Informed Neu-
ral Network Architectures

Besides different data scenarios, we also analyze
the impact of different parameter configurations for
both architectures. The input given to both ar-
chitectures involves a sequence of past room tem-

peratures and control actions. The length of this
sequence, referred to as ‘depth’, determines the
amount of past information available to the model
and is an important parameter in the architecture.
This information, to a certain level compensates for
missing information like solar irradiance or internal
heat gains, helping the model to better estimate the
hidden state of the building (Tm). Further, the net-
work sizes and hyperparameters (learning rate, type
of optimizers) were tuned for a base case of setting
λ = 0 for both architectures. This ensured that the
network size and representative power was not con-
strained by the physics-based regularization, and
we can observe supplementary gains in performance
after tuning λ. The set of hyperparameters selected
for both these architectures are listed in Appendix
A. The hyperparameter values were obtained by
minimizing the mean absolute error in predicted
temperature as a performance metric. For each
of these configurations, we train 20 seeded models
and the results are expressed using the mean (and
standard deviation) of these 20 models. Because
of the low training sample regime, training multi-
ple models ensures that we obtain a distribution
of performance values, thus mitigating the effects
of possible outliers due to under-fitting. Addition-
ally, Appendix B includes information regarding
the training time required for each configuration
and details the hardware setup used.

5. Results and Discussions

Three different experiments were performed to
test our proposed PhysNet and PhysReg MLP ar-
chitectures (Fig. 1) and assess their performance as
a control-oriented model.

5.1. Architecture Validation

The aim of our first experiment was to vali-
date the performance of the proposed physics in-
formed neural network architectures in determin-
ing the quality of the hidden state estimates. For
this purpose, simulated data was used for train-
ing and validation. The validation data-set, shown
in Fig. 3(a), contains 240 samples for which we
computed the Mean Absolute Error (MAE) of pre-
dicted room temperature (Tr) and predicted hidden
state (Tm). A fixed training size of 120 days (5,760
samples) was used along with a fixed depth value
of 8. Figure 4 shows the predictions of both archi-
tectures.
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(a) PhysNet Architecture

(b) PhysReg MLP Architecture

Figure 4: Prediction results for the two physics informed
neural network architectures on simulated data scenario

Table 2: Comparison of MAEs for room temperature (Tr)
and hidden state (Tm) for proposed architectures

MLP PhysReg MLP PhysNet

Tr 0.209◦C 0.197◦C 0.226◦C

Tm 1.413◦C 0.385◦C 0.436◦C

We note that for both cases, the room tempera-
ture and action predictions follow the actual values
closely, indicating a good prediction performance.
Additionally, the estimates of Tm track the actual
values of hidden states, thus demonstrating the ef-
fectiveness of our proposed architectures for the
given prediction task. Table 2 shows the MAE
values for room temperature (Tr) and hidden state
(Tm) predictions for this experiment.

Table 2 presents error values in °C. A conven-
tional MLP with the same hyperparameters as the
PhysReg model was used to benchmark the perfor-
mance of PhysNet and PhysReg MLP architectures.
For all three networks, the mean errors are less than

0.25°C, indicating a good performance. Comparing
the architectures, the PhysReg model performs the
best with an absolute error of 0.197°C. However,
there is a significant difference between mean er-
rors for the hidden state, where conventional MLPs
cannot estimate this state due to lack of target val-
ues, thus performing poorly in this metric. The
physics informed neural network architectures per-
form 60− 70% better than the conventional MLPs
with an absolute error of less than 0.5°C. These re-
sults demonstrate that PhysNet and PhysReg MLP
architectures can be used effectively to predict room
temperature and hidden state and hence are more
suitable for control oriented thermal modeling of a
building.

5.1.1. Interpretability

From the results presented in Table 2, it is evi-
dent that the proposed physics informed neural net-
work architectures can effectively estimate the hid-
den state (Tm) while maintaining a good prediction
accuracy for the observable state (Tr). It can be
observed in Fig. 4 that the estimate of temperature
of building thermal mass acts as a thermal inertia
quantity, having slower time dynamics compared to
the room temperature. This behavior is consistent
with our intuition and mimics the actual temper-
ature of thermal mass. Thus, the trained physics-
informed models give us additional insights about
the behavior of the building by providing accurate
estimates of both observable and hidden states of
the building system. Such insights can help to bet-
ter understand the predictions of the neural net-
work and can be leveraged to design interpretable
data-driven controllers.

5.1.2. Real-world Data

Following these results, both physics informed
neural network architectures were trained on real-
world data obtained from a cold storage unit. Sim-
ilar to the previous case, a training data size of 120
days was used and performance was validated on 5
test days, including a benchmark by a conventional
neural network. Figure 5 shows the performance
of PhysNet and PhysReg MLP architectures on the
real-world data-set.

We note that both architectures accurately pre-
dict the room temperature and power consumption
values for the 5 test days along with a plausible es-
timate of the hidden state of the system (Tm). The
results shown in Figs. 4–5 and Table 2 validate the
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(a) PhysNet Architecture

(b) PhysReg MLP Architecture

Figure 5: Prediction results for physics informed neural net-
work architectures on the real-world data scenario.

performance of the proposed physics informed neu-
ral network architectures for the task of modeling
the thermal behavior of a building.

5.2. Performance vs. Training Data Size

The second set of experiments analyzed the im-
pact of training data size on the performance of
physics informed neural network models. The mo-
tivation for using physics informed neural networks
was to leverage prior knowledge to train models
faster and more efficiently. To validate this, models
were trained on real-world training data of vary-
ing size, sampled from the main training set. Each
model was then tested using MAE as the perfor-
mance metric on the test data-set of 240 samples
(5 days) shown in Fig. 3(b). Two different test
configurations were used, depending on the pre-
diction horizon. Our architectures enable one-step
ahead prediction. To obtain predictions for longer
horizons, a recursive strategy was used, where the
model output was fed back to the model as input to

Figure 6: Mean room temperature prediction error for vary-
ing training data size. The plots represent mean error of
20 trained models and the error bars represent ± standard
deviation. The models used in this experiment are trained
and tested on real-world data obtained from a cold storage
unit.

generate multi-step forecasts. This strategy mim-
ics a tree search algorithm used in model-based RL
techniques like [29]. The two test configurations
used a prediction horizon of 3 hours (6 steps) and
12 hours (24 steps). The performance of physics in-
formed neural networks was further compared to a
conventional neural network and a persistence fore-
cast model for both these configurations. Figure 6
shows the model performance for different training
data sizes for the real-world data scenario.

We note that for a prediction horizon of 12
hours, both PhysNet and PhysReg MLP architec-
tures perform better than the conventional MLP.
For smaller training data sizes (15-45 days) the pre-
dictions for physics informed neural network archi-
tectures attain an MAE that is at least 15% lower
than MLP. This difference decreases sharply with
increasing training size, where for higher training
sizes (> 90 days) the performance of all three ar-
chitectures is similar. Contrary to this, for a shorter
prediction horizon, the conventional MLP outper-
forms the PhysNet architecture, and performs sim-
ilarly as the PhysReg MLP architecture. Addi-
tionally, in both configurations, all three architec-
tures outperform a persistence forecasting model of
similar prediction horizon for most training data
sizes. This shows that introducing prior knowledge
to the neural network architecture aids the network
to learn more efficiently and requires less training
data to reach equally good (or better) performance.
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Figure 7: Mean room temperature prediction error for vary-
ing prediction horizons.The plots represent the mean error
of 20 trained models and the error bars represent ± stan-
dard deviation. The models were trained and tested on the
real-world cold storage data-set.

5.3. Performance vs. Prediction Horizon Size

From Fig. 6, we note a difference in performance
for different prediction horizons. While it is in-
tuitively expected that increasing the prediction
horizon will lead to compounding of errors, it is
of interest to analyze how this performance degra-
dation evolves for each of the two architectures.
This experiment, thus analyzes the performance of
physics informed neural networks for varying pre-
diction horizons. Because of their relevance for typ-
ical control time frames, prediction horizons of {0.5,
3, 6, 12, 18, 24} hours were selected, with each
hour corresponding to 2 prediction steps. To in-
clude the impact of training data size, two training
configurations of 30 days and 90 days were cho-
sen. Like the previous experiment, real-world data
was used with 5 test days as shown in Fig. 3(b).
MAE of room temperature predictions was chosen
as the performance metric and the performance was
again benchmarked using a conventional MLP and
a persistence forecast model with prediction hori-
zon of 30 minutes (equalling 1 time step). Figure 7
presents the results obtained for this experiment.

We note that for a large training data (120 days),
all three architectures perform similarly in terms
of mean values. However, the error bars indi-
cate that PhysNet, PhysReg MLP architectures
produce results with a more narrow distribution.
This indicates a stable training performance in case
of physics informed neural network architectures.
For low training sample configurations, the per-

formance of conventional MLP deteriorates rapidly
with increase in prediction horizon size, with an er-
ror of close to 1°C for the case of 24 hours. While
there is a significant decrease in performance for
physics informed neural networks, the error margins
remain around 0.75°C with a standard deviation of
±0.3◦C. This indicates that with less training data,
the physics informed neural network models can use
prior physics knowledge and lead to trained models
that are stable and perform better than conven-
tional MLPs. This is an important feature that can
be leveraged in control applications for evaluating
longer trajectories in tree searches.

These results demonstrate that introducing prior
knowledge into a network leads to better predic-
tions, makes the training process sample efficient
and yields models that can be used for developing
better control algorithms.

6. Conclusion

This work presented the application of physics
informed neural networks for control-oriented ther-
mal modeling of buildings. Our results show that
both physics informed neural network architectures
perform well for the given task of predicting the
room temperature, with a low prediction error (less
than 0.25°C). Further experiments confirm that
physics informed neural networks are better suited
for modeling in case of less training data and longer
prediction horizons. This also indicates the ro-
bust training performance of PhysNets, PhysReg
MLP architectures and their ability to generalize
well even with fewer training samples. Additionally,
we verify that the physics informed neural network
models can estimate hidden states of the building
effectively. This is an important feature and can
be exploited further in developing control policies.
Moreover, our proposed physics informed neural
network architectures work with approximate val-
ues of model parameters and can incorporate par-
tial knowledge about building physics. With such
a setting, models for different buildings can be ob-
tained using the same initial parameters and build-
ing physics, making this modeling approach scal-
able and easy to deploy.

Future Work

Future work will involve two key directions:
(i) Developing Control Algorithms, and (ii) Im-
proving PhysNet and PhysReg MLP architectures.
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In (i) we will use these architectures in model-based
RL algorithms like [29, 30]. The control agent will
be capable of learning the model of the building and
an optimum control policy simultaneously. More-
over, leveraging the learnt model, the agent can
create a schedule for the next hours, making the
decision making process interpretable and allow-
ing human supervisory control. For (ii), we aim
to improve the architecture by introducing a direct
multi-step forecasting capacity rather than the cur-
rent one-step prediction setting. This will allow
the architecture to produce one shot forecasts for
a pre-defined prediction window. Other improve-
ments include assessing the performance benefits of
using recurrent neural networks in the model ar-
chitecture and the role of clustering and transfer
learning for scalable model deployment.
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Appendix A. Hyperparameters for Physics
Informed Neural Networks

Both variants of physics informed neural net-
works were implemented using Pytorch Lightning
package, [41]. Table A.3 and Table A.4 present the
hyperparamters chosen for these architectures. 20
models were training using the same set of hyper-
parameters and with different seeds between 1 to
20. Both architectures were trained using a batch
size of 2048 and with 75 epochs.

Table A.3: Hyperparameters for PhysReg MLP Architecture

Parameter Value

Optimizer Adam
Learning Rate 0.001
Activation Function tanh
Batch Size 2048
Hidden Layers 2
Neurons per layer 64

These hyperparameters were chosen using a grid
search strategy and Mean Absolute Error for pre-
dictions on a validation set as the metric. The neu-
ral network hyperparameters were tuned first by

Table A.4: Hyperparameters for PhysNet Architecture

Parameter Value

Optimizer Adam
Learning Rate 0.001
Activation Function tanh
Batch Size 2048

Encoder Module (θL)

Hidden Layers 2
Neurons per layer 24

Dynamics Module (θd)

Hidden Layers 1
Neurons per layer 128

setting λ equal to 0. After this, the physics in-
formed neural network parameters were tuned.
More information regarding the code can be
found on: https://github.com/GargyaGokhale/

PhysNet_Thermal_Models

Appendix B. Training Time and Hardware
Configuration

For results presented in Section 5.1, 20 instances
of the neural network were trained using the same
set of hyperparameters but different randomly ini-
tialised weight and bias values. On training, these
20 instances were used and the mean of their predic-
tion was used. Table B.5 presents the training time
required for training these 20 instances for each of
the two proposed physics informed neural network
variants.
The training was carried out locally on a Dell laptop
with Intel(R) Core(TM) i7-10850H CPU, 2.70GHz
and 16 GB installed RAM.

Table B.5: Training Time Required

Neural Network Type Time

PhysReg MLP 3 minutes
PhysNet 4 minutes

References

[1] P. Masson-Delmotte, V.and Zhai, A. Pirani, S. Con-
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control strategies for improving the energy flexibility
provided by heat pump systems in buildings, Journal
of Process Control 74 (2019) 35–49. doi:10.1016/j.

jprocont.2018.03.006.
URL https://doi.org/10.1016/j.jprocont.2018.03.

006
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[14] J. Širokỳ, F. Oldewurtel, J. Cigler, S. Pŕıvara, Exper-
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