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Comparative judgments permit the assessment of open-ended student works by

constructing a latent quality scale through repeated pairwise comparisons (i.e., which

works “win” or “lose”). Adaptive comparative judgments speed up the judgment

process by maximizing the Fisher information of the next comparison. However, at

the start of a judgment process, such an adaptive algorithm will not perform well.

In order to reliably approximate the Fisher Information of possible pairs well, multiple

comparisons are needed. In addition, adaptive comparative judgments have been shown

to inflate the scale separation coefficient, which is a reliability estimator for the quality

estimates. Current methods to solve the inflation issue increase the number of required

comparisons. The goal of this study is to alleviate the cold-start problem of adaptive

comparative judgments for essays or other textual assignments, but also to minimize

the bias of the scale separation coefficient. By using text-mining techniques, which can

be performed before the first judgment, essays can be adaptively compared from the

start. More specifically, we propose a selection rule that is based both on a high (1)

cosine similarity of the vector representations and (2) Fisher Information of essay pairs.

At the start of the judgment process, the cosine similarity has the highest weight in the

selection rule. With more judgments, this weight decreases progressively, whereas the

weight of the Fisher Information increases. Using simulated data, the proposed strategy is

compared with existing approaches. The results indicate that the proposed selection rule

can mitigate both the cold-start. That is, fewer judgments are needed to obtain accurate

and reliable quality estimates. In addition, the selection rule was found to reduce the

inflation of the scale separation reliability.

Keywords: text mining, natural language processing, comparative judgments, educational assessment,

computational linguistics, psychometrics, educational technology

1. INTRODUCTION

For rubric marking of students’ works, assessors are required to isolate and accurately evaluate
the criteria of the works. Grades or marks follow from how well certain criteria or the so-called
‘grade-descriptors’ are satisfied (Pollitt, 2004). Especially when the students’ works are open-ended
(e.g., essay text, portfolios, and mathematical proofs), rubric marking can be a difficult task for
assessors (Jones and Inglis, 2015; Jones et al., 2019). Even when assessors are well-experienced,
their assessments are likely to be influenced by earlier assessments, inevitably making the given
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grades relative to some extent. The method of comparative
judgments (CJ), as introduced by Thurstone (1927), directly
exploits the relative aspect of assessing open ended works.
In CJ, rather than assessing individual works, pairs of works
are holistically and repeatedly compared. That is, assessors (or
judges) are not required to assign a grade on a specific (or
multiple) grading scale(s); they only need to select the better
work (i.e., the winner) of each pair that was assigned to them.
Consequently, differences in rater severity (i.e., assessors that
systemically scoremore severe ormore lenient) and differences in
perceived qualities between assessors become negligible (Pollitt,
2012). Based on the win-lose judgments of the comparisons,
quality estimates of the students’ works are obtained. As such,
CJ allows a reliable and valid assessment of open-ended works
that require subjective judgments. In addition to the capability
of creating a valid and reliable quality scale, the process of CJ
has proven to decrease the cognitive load that is required for
the assessment process and develops the assessor’s assessment
skills (Coenen et al., 2018). From the students’ perspective, CJ
can include quantitative and qualitative feedback. Quantitative
feedback is directly available from the final rank-order of essays,
whereas quantitative feedback can be incorporated by including
assessors’ remarks (e.g., strong and weak points of essays). Hence,
CJ can be used for both summative and formative assessments.

The original CJ algorithm pairs students’ works randomly. A
drawback of random pairings is that it typically requires many
comparisons to obtain sufficiently reliable quality estimates.
Consequently, the assessors’ workload can be high. Several
strategies have been proposed to minimize the number of
pairwise comparisons while maintaining the reliability of the
quality estimates and the final ranking of the works. Generally,
these strategies try to make the repeated selection of pairs as
optimal as possible (Rangel-Smith and Lynch, 2018; Bramley
and Vitello, 2019; Crompvoets et al., 2020). For instance, Pollitt
(2012) proposed a selection rule that speeds up the “scale-
building” process by repeatedly selecting the pair for which a
comparison would add the most information to the estimated
qualities. More specifically, pairs are selected so that the expected
Fisher Information of each next comparison is maximized based
on the current quality estimates (refer to below). Because the
quality estimates are repeatedly updated during the process, and
because, based on the updated estimates, the most informative
pair is repeatedly selected, this selection algorithmwill be referred
to as “adaptive comparative judgments” (ACJ).

Adaptive comparative judgments has two important
shortcomings. First, at the start of the judgment process, the
pairings cannot be made adaptively because quality estimates
are only available after a minimal number of comparisons.
This issue is typically referred to as the “cold-start problem.”
Current implementations of ACJ generally select the initial
pairs randomly, where the adaptive selection starts only after
these initial random pairings. Yet the first adaptive pairings are
highly determined by the outcomes of the initial comparisons
and judgments. Thus, if by chance low-quality works are paired
with other low-quality works, it is possible that a low-quality
work “wins” multiple initial comparisons, resulting in a high
first quality estimate. When a low-quality work with a high first

quality estimate is subsequently paired with a high-quality work
(which is likely in the first ACJ-based pairings), the obtained
judgment will have a limited contribution to the final quality
estimate and ranking. Moreover, it may take multiple additional
comparisons before the quality estimate of the low-quality work
is properly adjusted and ACJ can have its beneficial impact.
To prevent this behavior, Crompvoets et al. (2020) proposed
a selection rule that introduces randomness in the selection
of initial pairs while Rangel-Smith and Lynch (2018) selected
initial pairs with more different initial quality estimates. Yet,
although these selection rules may reduce the probability of
strong distortions in ACJ, it also reduces the efficiency of the
judgment process.

Second, the adaptive selection of pairs based on the maximum
Fisher Information typically pairs work with similar true
qualities. Therefore, low-quality works are often compared with
other low-quality works and high-quality works with other high-
quality works. These adaptive comparisons not only increase the
reliability of the quality estimates (i.e., they lower the standard
errors), but they also tend to inflate the estimated quality
scale when the number of comparisons is still small (i.e., the
estimated qualities are more extreme than the true qualities)
(Crompvoets et al., 2020). The combination of lower standard
errors and an inflated latent scale can cause inflation of the scale
separation reliability (SSR), which is a commonly used estimator
for the reliability of the obtained quality estimates (Bramley,
2015; Rangel-Smith and Lynch, 2018; Bramley and Vitello, 2019;
Crompvoets et al., 2020). This is problematic because the SSR is
typically used to decide when to stop the ACJ process. That is, the
ACJ process is typically stopped when predefined reliability, as
estimated by the SSR, is reached. When the SSR is overestimated
due to the adaptive selection algorithm, there is a risk that the
ACJ process is stopped prematurely. Indeed, Bramley (2015)
reported that for true reliability of 0.70, an SSR of 0.95 may
be expected when using ACJ. Moreover, Bramley and Vitello
(2019) compared the quality estimates of the works that were
obtained using ACJ and a limited number of comparisons per
work, with quality estimates obtained by comparing every work
to every other work (“all-by-all” design). The SD of the ACJ-
obtained scale was 0.391 times larger than the SD of the all-by-
all-obtained scale.

The issue of the SSR inflation in ACJ is widely known and
some solutions have been proposed. These solutions consist of
modifying the assessment design in order to increase the number
of comparisons, add randomness to the adaptive selection
algorithm or impose a minimal difference between quality
parameter estimates to be selected (Rangel-Smith and Lynch,
2018; Bramley and Vitello, 2019; Crompvoets et al., 2021). Yet
all strategies decrease the efficiency of the judgment process (i.e.,
more comparisons are required). Therefore, in this study, we
explore a new strategy to alleviate the cold-start problem and
reduce the SSR inflation in ACJ. We focus on the application
of ACJ to assess textual works and propose the use of text-
mining techniques to obtain numerical representations of the
texts that capture semantic and syntactical information. Based
on these numerical representations, the semantic and syntactical
similarities of the texts can be computed. Because both the text
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mining techniques and the computation of the similarities can
be performed before the start of the ACJ process, the initial
pairings can be based on the similarities of the texts, rather
than randomly pairing texts. As such, the cold-start problem and
the SSR inflation may be mitigated. We explore different text
mining techniques and evaluate our strategy using two sets of
textual works.

In the remainder of this article, we first introduce the Bradley-
Terry-Luce model (Bradley and Terry, 1952) for comparative
judgment data and discuss the ACJ process inmore detail (Pollitt,
2012). After presenting the SSR reliability estimator, the proposed
text-mining strategy is explained, including the necessary text-
pre-processing for extracting textual information. Different
representation techniques are considered: term frequency-
inverse document frequency (Aizawa, 2003), averaged word
embeddings (Mikolov et al., 2013), and document embeddings
(Le and Mikolov, 2014). Subsequently, we explain how the
textual representations can be used to select initial pairs of
essays by computing the similarity between the texts. More
specifically, we propose a new progressive selection rule, in which
the adaptive selection rule gradually becomes more important.
We illustrate the proposed strategy using two real essay sets.
Moreover, using simulated data the performance of the new
progressive selection rule and the different text representation
techniques is evaluated. The impact on the SSR inflation and the
precision of the quality estimates is compared across conditions.
After discussing the results, limitations and future research
opportunities are discussed.

2. METHODS

2.1. Comparative Judgements-Design
2.1.1. Bradley-Terry-Luce Model
Let there be a set S of N works that should be assessed. Consider
work i and work j with j and i in S. According to the Bradley-
Terry-Luce model (BTL), the probability that work i wins over
work j in a comparison, Pr(xij = 1), depends on the quality
parameters θi and θj of work i and j, respectively (Bradley and
Terry, 1952):

Pr(xij = 1|θi, θj) =
exp(θi − θj)

1+ exp(θi − θj)
, (1)

where xij ∼ Bern(Pr(xij = 1)). (2)

Based on the win-lose (i.e., 0, 1) data of many comparisons,
the vector of all quality parameters θ1×N can then be
estimated by applying maximum-likelihood based methods to
the BTL (Hunter, 2004).

2.1.2. Adaptive Comparative Judgement
When θi = θj (i.e., the works i and j have equal quality
parameters), then following Equation (1), the probability that
work i wins over work j in a comparison is equal to Pr(xij =

1|θi, θj) = 0.5. Moreover, the outcome for comparisons with
Pr(xij = 1|θi, θj) = 0.5 has the highest possible variance σ 2(xij =
1) = σ 2(xji = 1) = 0.25, and the expected Fisher information

will be maximal. Therefore, the outcome of such a comparison
will add the maximal amount of information to the estimation
for the quality parameters (Pollitt, 2004). For ACJ as in Pollitt
(2012), the works with the smallest difference in estimated quality
parameters will be paired together, because the computed Fisher
information is highest for these pairs.

Although the BTL allows multiple comparisons between
pairs of works, CJ and ACJ typically restrict the number of
comparisons per pair (by a single rater) to be maximally one:

xij = {0, 1} (i 6= j). For N works, there are N×(N−1)
2 unique

comparisons. We denote this set of unique comparisons as B. In
addition, let Bm be the set of unique pairs that is not yet compared
after themth judgment. Hence, generally in ACJ, the pair that will
be selected for them+1th comparison is the pair with the highest

expected Fisher information I(θ̂
(m)
i , θ̂

(m)
j ) (i.e., with the smallest

distance between the quality estimates θ̂
(m)
i and θ̂

(m)
j ) in Bm.

Which pair has the highest Fisher information changes
through the ACJ process because the quality estimates are
continuously updated. Originally, Pollitt (2012) proposed to

update all quality estimates θ̂1×N simultaneously after ‘a round of
comparisons’in which all works were compared once. However,

because updating and re-estimating θ̂ only after a certain number
of comparisons results in a selection of pairs that are not based on
the most up-to-date quality estimates (Crompvoets et al., 2020),

θ̂ is updated after every single comparisonm in this study.
To repeatedly estimate the quality parameters after each

comparison m, an expectation maximization algorithm is used
(Hunter, 2004). Formally, for comparison m + 1 all qualities

θ̂i ∈ θ̂ for work i, . . . ,N are estimated using:

θ̂
(m+1)
i = log



xi





N
∑

j 6=i

nij

eθ̂
(m)
i + e

θ̂
(m)
j





−1

 (3)

θ̂
(m+1)
i = θ̂

(m+1)
i −

∑N
i θ̂

(m)
i

N
(4)

where nij is an indicator variable indicating whether work i and j
are compared yet and xi is the total number of wins of work i.

After updating every θ̂
(m+1)
i , all quality parameters are

centered so that the mean of the quality estimates will be zero
(Equation 4). If the work has not been compared yet or it loses
every comparison, its quality estimate is unidentifiable. To make
the quality parameters identifiable, a small quantity is added to xij
(i.e., 10−3) (Crompvoets et al., 2020).

2.1.3. Stochastic Adaptive Comparative Judgments
In the original ACJ algorithm by Pollitt (2012), only the point
estimates of the quality parameters are considered in the selection
algorithm. However, the uncertainty of these point estimates can
be large, especially at the beginning of the ACJ process when
there are few judgments per work. In order to also consider the
uncertainty of the quality estimates, Crompvoets et al. (2020)
included the standard error of the quality estimate in the selection
algorithm. That is, for comparison m + 1, first the work i with
the largest standard error of the quality estimate σ̂

θ̂i
(m) is selected.
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Then, rather than selecting the work j for which I(θ̂
(m)
i , θ̂

(m)
j )

is maximized (with the comparison of i and j still in Bm), the
work j is randomly selected from all candidates left in Bm with

a probability that is a function of the distance between θ̂
(m)
i and

θ̂
(m)
j , and σ̂

θ̂i
(m) . More specifically, the selection probabilities are

proportional to the densities of the θ̂
(m)
j in a normal distribution

with mean θ̂
(m)
i and variance σ̂ 2

θ̂i
(m) (Crompvoets et al., 2020).

This adaptive selection rule is stochastic and introduces
randomness to the algorithm. If few comparisons have beenmade
with work i, the normal distribution of the quality parameter
will have wider tails, which causes the selection rule to be more
random. Asmore comparisons are made, the normal distribution
will become more peaked and student works with similar quality
parameters will be selected with a higher probability. A drawback
of this algorithm is that only σ̂

θ̂i
(m) is considered. σ̂

θ̂j
(m) is not

taken into account.
To compute the standard error of a quality parameter estimate

σ̂
(m)

θ̂i
after each comparison, the observed Fisher Information

function with respect to θ̂
(m)

given all the judgment outcomes
x is used:

σ̂
θ̂i
=

(

−
∂2ℓ(θ̂ |x)

∂θ̂2i

)−1/2

(5)

=

N
∑

j 6=i

(

xij e
θ̂i−θ̂j

(1+ eθ̂i−θ̂j )2
+

xji e
θ̂j−θ̂i

(1+ eθ̂j−θ̂i )2

)−1/2

(6)

where xij is 1 when work i wins the comparison over j (xij =

1 − xji). In Equation (6), superscript (m) is dropped for the ease
of reading. In this article, the ‘stochastic ACJ’ selection rule by
Crompvoets et al. (2020) is used for all ACJ.

2.1.4. SSR as Reliability Estimator
If the true quality parameters θ of a set of works are known,

the reliability of the estimated qualities θ̂ can be obtained from
the squared Pearson correlation of the true quality and estimated
parameters ρ2

θ ,θ̂
. This corresponds to the ratio of the variance of

the true quality levels and the variance of the estimated quality
parameters. The more similar the variances are, the higher the
reliability will be. In practice, the reliability of the assessment is
an important criterion. Often, a minimum value for reliability
is required. In real assessment situations, however, the true
quality parameters are not available, which makes it impossible
to compute the reliability as ρ2

θ ,θ̂
.

An estimator for the reliability that can be computed without
the true quality parameters is the Scale Separation Reliability
(SSR), which is based on the estimated quality parameters and
their uncertainty (Brennan, 2010). To compute the SSR, the
unknown true variance of the quality parameters, denoted σ 2,
is approximated by the difference between the variance of the
quality estimates, denoted σ̂ 2, and the mean squared error of the

standard errors of the quality estimates, σ̂
θ̂i
. The SSR is defined as:

SSR =
σ̂ 2 −MSE(σ̂

θ̂i
)

σ̂ 2
(7)

with MSE(σ̂
θ̂i
) = E(σ̂ 2

θ̂i
). (8)

Equation (7) indicates that a higher variance of the quality
estimates and smaller standard errors of the estimates will lead to
a higher SSR. For the full derivation of the SSR, refer to Verhavert
et al. (2018). For the SSR to be estimable, σ̂ > 0 and σ̂ ≥ E(σ̂

θ̂i
)

must hold.

2.1.5. Vector Representations of Essays
Numerical representations of texts should capture the most
important features of the texts, both with respect to syntax
and semantics. Statistical language modeling allows the mapping
of natural unstructured text to a vector of numeric values.
We consider three representation techniques to represent essay
tests as numerical vectors: term frequency-inverse document
frequency (“tf-idf”) (Aizawa, 2003), averaged word embeddings
(Mikolov et al., 2013), and document embeddings (Le and
Mikolov, 2014). A brief explanation of the construction of the
three representation techniques will be given.

First, tf-idf representations are constructed based on word
frequencies: the relative frequency of words in a document is
offset by how often words appear across documents (Aizawa,
2003). A word that occurs frequently in a document but that
doesn’t occur often in other documents, receives a higher weight.
However, because it only considers word frequencies, tf-idf is
limited in terms of extracting syntactical meanings. One way
to extract syntactical information is by grouping sequences of
words that often occur together, called “n-grams.” Yet even in
the case of n-grams, tf-idf representations do not incorporate
the syntactical meaning of texts apart from relations between n-
grams. In addition, because every word (or n-gram) across the
documents corresponds to one dimension, tf-idf representations
are typically highly dimensional.

Second, average word embeddings are a more complex
representation technique that incorporates syntactical
information and that is not highly dimensional. Average
word embeddings are distributional representations based
on the so-call “skip-gram word embeddings” neural network
architecture. In the skip-gram architecture, a shallow neural
network is constructed with a word as input and its surrounding
words as output (Mikolov et al., 2013). The “embeddings” are
the weights of the hidden layer in the neural network, which
are obtained from predicting the set of surrounding words for
each input word. The predicted surrounding words are the
words that have the largest probability on average as given by
the sigmoid function of the dot product of the embeddings
of each surrounding word with the input word. However,
iterating over all possible combinations of surrounding words
and calculating probabilities is computationally intensive. As
an alternative, the objective function is minimized by correctly
distinguishing between surrounding words and sampled non-
surrounding words (i.e., “negative sampling”). Ultimately, essay
representations are obtained from the average pooling of the
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word embeddings of all the words in each essay. A disadvantage
of averaged word embeddings is that it does not account for the
dependence of the meaning of words coming from the document
(or essay) they are part of.

Finally, document embeddings are an extension of word
embeddings that allow for this document-dependence (Le and
Mikolov, 2014). Instead of learning embeddings on the level of
words and aggregating it to embeddings of documents, document
embeddings can be learned directly. The distributed continuous-
bag-of-words architecture are neural networks that predict
whether words occur in a given document. The words are those
with the highest probability on average as given by the sigmoid
function of the dot product of a document embedding and word
embeddings. Negative sampling is also possible by sampling
words that do not occur in a given document. The distributed
bag-of-words architecture for document embeddings can be
initialized by a pre-trained set of word embeddings (Tulkens
et al., 2016). The pre-trained model consists of embeddings of
words that are trained on a very large corpus of texts. The reason
for using a large corpus is that words can be learned from or
‘embedded’ in many different contexts. Pre-trained models are
often used in natural language processing as sample corpora
are often not large enough. If the contexts in which words are
learned are very different from those in the essay texts, then the
pre-trained word embeddings would not be fit. However, this
possibility is only small as pre-trained corpora are very large.

The main differences between the three representations are
three-folded. First, the dimensions of the vector representation
can have either an explicit interpretation based on term
frequencies (tf-idf) or an implicit interpretation (averaged
word embeddings and document embeddings). Second, the
length of the vector can be variable (tf-idf) or fixed (averaged
word embeddings and document embeddings). Finally, the
representations can be sparse with many zero dimensions (tf-idf)
or dense with few zero dimensions (averaged word embeddings
and document embeddings).

When comparing average word embeddings with document
embeddings, document embeddings have a clear advantage,
which is apparent from the clustering of the embeddings
in vector space. Document embeddings tend to be located
close to the embeddings of the keywords of the document
(Lau and Baldwin, 2016). Average word embeddings, on
the other hand, tend to be located at the centroid of the
word embeddings of all the words in a document. However,
document embeddings are not free of issues. Ai et al. (2016)
pointed out that shorter documents can be overfitted and
often show too much similarity; the sampling distribution used
in the document embeddings is improper in that frequent
words can be penalized too rigidly; and sometimes document
embeddings do not detect synonyms of words in different
documents even though the context is alike. Despite these issues,
document embeddings showed better results for various tasks
when compared to tf-idf or averaged word embeddings (Le
and Mikolov, 2014). Therefore, we expect that use document
embeddings to represent essays and select pairs of essays based
on these representations to outperform the tf-id and average
word embeddings.

2.2. Progressive Selection Rule Based on
Vector Similarities
In this manuscript, we propose a progressive selection rule that
combines the stochastic ACJ selection of Crompvoets et al. (2020)
with a similarity component based on the cosine similarities
of the vector representations of essays. Initially, the progressive
selection rule selects pairs based on the similarity of their
representations (i.e., how close they are to each other in vector
space). Asmore judgment outcomes become available, the weight
of the ‘stochastic adaptivity’ component increases so that pairs are
increasingly selected based on the quality parameter estimates of
the works.

To quantify the similarity between the vector representations,
the cosine similarity is chosen over the Euclidean distance and
Jaccard similarity. First, unlike the Euclidean distance, the cosine
similarity is a normalized measure (with range [−1, 1]). Second,
although also normalized, the Jaccard similarity tends to not
work well for detecting similarities between texts when there are
many overlapping words between essays (Singh and Singh, 2021).
The cosine similarity between two works i and j is the cosine of
the angle of their corresponding vector representations γ i and γ j:

S(γ i, γ j) =
γ i . γ j

||γ i||||γ j||
. (9)

Note that γ i is of variable-length for tf-idf representations
and fixed-length for averaged word embeddings and
document embeddings. The fixed length is determined by
the dimensionality of the pre-trained word embeddings which in
this case is 320 (Tulkens et al., 2016).

For the similarity component in the progressive selection
rule, the cosine similarities of all works j with respect to work i
are non-linearly transformed so that higher similarities are up-
weighted and lower similarities are down-weighted. This can
be achieved by assigning the probability mass of the CDF of a
normal distribution to all cosine similarity values of works j with
respect to work i. To encourage the selection of pairs with very
high similarities (which can be rare) an upper quantile of the
cosine similarities is chosen as the mean of the normal CDF.
The quantile will function as a (soft) threshold parameter. So
the probability to select works j with any lower similarity value
than the quantile will be close to 0. A second component is the
stochastic adaptive selection rule as in Crompvoets et al. (2020)
(refer to above). As such, the parameter uncertainty of work i can
be taken into account for the selection of work j.

The cosine similarity also measures dissimilarities (i.e.,
negative values). However, dissimilarities are uninformative for
the pairing of essays, and negative values cannot be used as
probabilities in the progressive selection rule. Hence, the cosine
similarities are truncated at 0.

The two components are combined in the progressive
selection rule as follows: a pair {i, j} is selected from Bm so that
work i has the minimum number of comparisons out of all the
works, and work j is sampled with a probability given by the
weighted sum of the similarity and the adaptivity component.
The weights depend on the number of times work i has been
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compared. Formally, at the mi + 1-th comparison of work i it
is paired with work j given the probability mass function:

Pr(j|i) =
(1− wi) 8

(

S(γ i, γ j)− QSi (p)
)

∑

{i,j}∈Bm
8

(

S(γ i, γ j)− QSi (p)
) +

wi φ

(

θ̂j−θ̂i

σ̂
θ̂i

)

∑

{i,j}∈Bm
φ

(

θ̂j−θ̂i

σ̂
θ̂i

)

(10)

where 8 is the CDF of a standard normal distribution with as
mean the p-th quantile of all cosine similarities with the essay
i except itself, QSi (p) with Si = (S(γ i, γ j), . . . , S(γ i, γN−1)). For

the adaptive component, the density values of all θ̂j for the normal

distribution with mean θ̂i and standard error σ̂
θ̂i
are taken. The

weight wi ∈ [0, 1] of work i depends onmi (this is the number of
times work i has been compared) and on md (this is the minimal
desired number of comparisons for each work) with mi ≤ md

and decay parameter t (t > 0) as follows:

wi =

{

0 ifmi = 0,
( mi
md

)t otherwise.
(11)

If mi = 0, work i is compared for the first time and will be
allocated only based on the similarity component. Moreover, one
needs to determine the speed at which the weight of the similarity
selection rule decays in favor of the adaptive component by
setting the parameter t. In computerized adaptive testing, where
progressive selection rules with a random component have been
proposed, t = 1 is often chosen, which corresponds with a linear
decrease of the weight of the random component (Revuelta and
Ponsoda, 1998; Barrada et al., 2010). In this study, however, we
tune the decay parameter t to find the optimal progressive rule.
A higher t leads to a slower decrease in the similarity component,
whereas a smaller t leads to a faster decrease of the similarity
component. For t = 0, the progressive rule reduces to the
stochastic ACJ selection rule.

2.3. Experiment
2.3.1. Datasets: Essay Sets
The proposed selection rule will be tested on two different essay
sets. The essay sets along with quality scores were provided by
the company Comproved. The qualities of these essays were
estimated fromCJ-assessments and are centered around zero. For
this study, these are assumed to be the true quality levels, which is
a reasonable assumption given that each essay was compared up
to 20 times with random CJ. Both essay sets are of a similar size
although the length of the essays in essay set 1 is more variable
than those in essay set 2 (refer toTable 1). The quality levels show
a symmetric distribution around zero. For essay set 1, 16-year-old
students were asked to write a two-page research proposal on a
topic of their choice. For essay set 2, 16-year-old students needed
to write a two-page argumentative essay about the conservation
of wildlife. For both essay sets, the true quality levels show only
a small spread. This corresponds to assessment situations where
it would be hard for the assessors to discriminate between the
quality levels of essays (Rangel-Smith and Lynch, 2018).

TABLE 1 | Description of the contents of two essay sets.

Essay set 1 Essay set 2

Assignment Research proposal Argumentation

N 141 150

SD of qualities 1.66 1.13

Range of qualities −5.42, 4.92 −3.62, 2.10

Proportion qualities ≤ 0 0.49 0.45

Proportion qualities > 0 0.51 0.55

Total # of words 67340 58037

Avg. length essays 474 386

2.3.2. Preprocessing of Essay Texts
The initial preprocessing steps on the essay texts are common for
every representation technique and they are in accordance with
the steps performed on the pre-trained SoNaR corpus (Oostdijk
et al., 2013; Tulkens et al., 2016). This involves lowercasing,
removing punctuations, removing numbers, removing single
letter words, and decoding utf-8 encoding. The only single letter
word that is included is “u” which is a Dutch formal pronoun.
In contrast to Tulkens et al. (2016), we chose to also include
sentences shorter than 5 words. The reason being that the essay
set is short (1 or 2 pages) so every sentence may be meaningful
(Table 1).

Some additional preprocessing steps on the texts depend on
the representation technique. For the tf-idf representation of the
essays, the essay texts will be normalized to a higher extent. This is
necessary as the size of the essay sets is relatively small and no pre-
trained corpus can be used with tf-idf. Extended normalization
will decrease the length of the vocabulary, and hence, increase
the similarities between essays. However, there may be a loss of
information as well. A first additional step is the lemmatization
of the words so that they are simplified to their root word, which
is an existing word—unlike with stemming. In addition, for tf-
idf the syntactical structures will be represented to some extent
by allowing bi-grams of word pairs that often occur together.
Including n-grams also decreases the high dimensionality of the
vector representation because the vocabulary size decreases. Note
that for the tf-idf representations, the idf-term is smoothed in
order to prevent zero division (Aizawa, 2003).

For the representation of essays based on averaged word
embeddings and document embeddings, the pre-trained SoNaR
corpus with embeddings of Dutch words is used (Tulkens
et al., 2016). The pre-trained corpus consists of 28.1 million
sentences and 398.2 million words from various media outlets
(news stories, magazines, auto-cues, legal texts, Wikipedia, etc.)
(Oostdijk et al., 2013). The embeddings were learned using a skip-
gram architecture with negative sampling (Mikolov et al., 2013).
The embeddings have 320 dimensions. The pre-trained SoNaR
corpus showed excellent results for training word embeddings
in Tulkens et al. (2016). Note that this pre-trained corpus only
contains correctly spelled words. This implies that misspelled
words in the essays will not be represented, which may decrease
their usability for making pairs. Also, grammatical mistakes
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can have an influence on the essay embeddings because word
embeddings and document embeddings are sensitive to word
order as it used for their training (Mikolov et al., 2013; Le and
Mikolov, 2014). Preprocessing techniques like lemmatization or

TABLE 2 | Quantiles of the cosine similarities between essays using different

essay representation techniques for two essay sets.

Essay representation Quantile (%) Essay set 1 Essay set 2

Tf-idf 50 0.12 0.21

70 0.14 0.23

80 0.15 0.24

90 0.17 0.26

Averaged word emb. 50 0.23 0.3

70 0.30 0.37

80 0.34 0.42

90 0.40 0.51

Document emb. 50 0.22 0.22

70 0.24 0.24

80 0.27 0.26

90 0.28 0.28

stemming are not performed for these representations to keep
the essays closest to their original semantical and syntactical
meaning. This is feasible given that almost all words can be found
in the large pre-trained SoNaR corpus (Oostdijk et al., 2013).

2.3.3. Baseline Selection Rules and Simulation

Design
Three baseline selection rules will be tested: the random CJ,
the stochastic ACJ as in Crompvoets et al. (2020), and a
progressive selection rule with a random component for the
initial comparisons. For the progressive rule with a similarity
component (Equation 10), three essay representation techniques
will be considered (i.e., tf-idf, averaged word embeddings, and
document embeddings) and a progressive rule with a random
component instead of a similarity component. The progressive
selection rule with a random component is constructed to
evaluate whether the similarity component in the progressive
selection rule is more informative for the initial pairing of works
than random pairs.

The performance of each selection rule will be assessed based
on the SSR, the true reliability, and the SSR bias (their difference)
for a given number of comparisons per work on average. Next,
differences in SSR between the proposed progressive rule and
the baseline selection rules will be evaluated based on the two

FIGURE 1 | For essay set 1 (A, N1 = 141) and 2 (B, N2 = 150), the true reliability resulting from the progressive selection with a random component, and a similarity

component using tf-idf, averaged word embeddings and document embeddings (100 simulations). The solid lines indicate the mean values and the transparent bands

indicate the 95% point-wise confidence intervals.
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components that determine the SSR, namely the spread of
the quality parameter estimates and their standard errors with
respect to the ranking of essays (Equation 7). For brevity, not
all representation techniques will be compared to the baseline
selection rules here, only the one that performs the best in terms
of SSR.

To simulate the judgment process the probability that work i
wins as obtained from BTL-model (Equation 1) is compared to a
random number drawn from a continuous uniform distribution
between 0 and 1 (Davey et al., 1997; Crompvoets et al., 2020).
If the probability is higher than the random value, work i wins
the comparison. If the sampled value is smaller, work j wins the
comparison. As such, one can imitate the stochastic process of
judging. For each of the selection rules, the judgment process will
be simulated 100 times (Matteucci and Veldkamp, 2013; Rangel-
Smith and Lynch, 2018). A minimum of 40 work comparisons
for all works is defined as a stopping rule (md = 40). This
can show the asymptotic behavior of the SSR estimator for the
different selection rules. For a minimum of 40 work comparisons
per work, at least 50% of the possible pairings are compared
given that N1 = 141 and N2 = 150. Preliminary simulations
are conducted to tune the decay parameter t and the quantile

p of the cosine similarities (Equation 10). That is, the true
reliability and the SSR bias are evaluated for a grid of every
parameter combinations for p = {0.50, 0.70, 0.80, 0.90, 0.95} and
t = {0.20, 0.40, 0.60, 0.80, 1.00, 2.00}. For each condition (5 × 5)
50 simulations are conducted.

3. RESULTS

3.1. Tuning of the Decay Parameter and the
Cosine Similarity Quantile
The preliminary simulations showed that a decay parameter
(t) of 0.4 and a cosine similarity quantile (p) from 70 to
90% result in the highest SSR with a small bias (below
0.05). The 80% upper quantile of the cosine similarities
was chosen. The cosine similarity corresponding to the 80%
quantile is the smallest for tf-idf (0.15 and 0.24 for essay
set 1 and 2, respectively) and the largest for averaged word
embeddings (0.34 and 0.42 for essay set 1 and 2, respectively)
(Table 2). The 80% quantile of the cosine similarities using
document embeddings is 0.27 and 0.26 for essay set 1 and
2, respectively.

FIGURE 2 | For essay set 1 (A, N1 = 141) and 2 (B, N2 = 150), SSR bias resulting from the progressive selection with a random component, and a similarity

component using tf-idf, averaged word embeddings and document embeddings (100 simulations). The solid lines indicate the mean values and the transparent bands

indicate the 95% point-wise confidence intervals.
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FIGURE 3 | For essay set 1 (A, N1 = 141) and 2 (B, N2 = 150), the true reliability resulting from the selection rules: for random (CJ), adaptive (ACJ), and a progressive

selection with a random and a similarity component using document embeddings of essays (100 simulations). The solid lines indicate the mean values and the

transparent bands indicate the 95% point-wise confidence intervals.

3.2. Performance of SSR Estimator
We will first describe the performance of the SSR estimator
for the proposed progressive selection rule with different essay
representation techniques. Subsequently, we will compare
the progressive selection rule with the best performing
representation technique to the CJ and ACJ baseline
selection rules.

3.2.1. Performance of SSR for the Progressive

Selection Rules
The performance of the SSR for the progressive rule with a
similarity component is highly dependent on the chosen essay
representation technique. For essay set 1, a similarity component
based on averaged word embeddings and document embeddings
seems to perform equally well in terms of reliability and SSR
bias (Figures 1A, 2A). The progressive selection rule with a
similarity component based on tf-idf representations results in
small true reliability similar to the progressive selection rule with
a random component. This indicates that the similarities based
on the tf-idf representations of essay set 1 are close to being
random. However, for essay set 2 the progressive selection rule
with a similarity component based on tf-idf performs better than
with a random component, and unexpectedly, better than with
a similarity component based on averaged word embeddings

(Figures 1B, 2B). For both essay sets, the progressive rule with a
similarity component based on document embeddings performs
at least as good as the progressive rule based on tf-idf or averaged
word embeddings, and is always better than the progressive rule
with a random component. This indicates that initial pairings
based on the large cosine similarities of document embeddings
can be beneficial.

The progressive rule with a similarity component produces
higher true reliability than random CJ (Figure 1). When
the similarity component is computed based on document
embeddings, true reliability is reached that is 0.02–0.03 higher
than for random CJ. The true reliability under the progressive
rule with a similarity component is close to the high reliability
under ACJ. Compared to ACJ, however, the progressive rule with
a similarity component has an SSR bias that converges faster to
below 0.05. For essay set 1, the SSR bias is even smaller than for
random CJ (Figure 2A). For essay set 2, the SSR bias is more
persistent than for random CJ which may be due to the smaller
spread of its true quality levels (Figure 2B and Table 1).

3.2.2. Performance of SSR for the Baseline Selection

Rules
The performance of the CJ and ACJ baseline selection rules in
terms of the SSR is as expected given the average number of
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FIGURE 4 | For essay set 1 (A, N1 = 141) and 2 (B, N2 = 150), SSR bias resulting from the selection rules: random (CJ), adaptive (ACJ) and a progressive selection

with a random and a similarity component using document embeddings (100 simulations). The solid lines indicate the mean values and the transparent bands indicate

the 95% point-wise confidence intervals.

comparisons. The random CJ can result in an SSR that can both
under- and over-estimate the true reliability at the start of the
CJ process (Figures 3, 4). Crompvoets et al. (2021) also reported
positive SSR bias for the random CJ selection rule. The SSR bias
for randomCJ converges to<0.05 after on average 5 comparisons
per work. In other words, up to 355 and 375 comparisons were
needed for essay set 1 and 2, respectively. ACJ on the other hand
results in an SSR that clearly overestimates the true reliability.
After on average 10 comparisons per work, the SSR is 25% larger
than the true reliability for essay set 1 (Figure 3A), and 52% for
essay set 2 (Figure 3B). For ACJ, the SSR bias is only negligible
(below 0.05) after on average 20 comparisons per work for both
essay sets (Figure 4). Both baseline selection rules show evidence
that their SSR is asymptotically unbiased—although the rate at
which the bias reduces is the highest for random CJ. Note that
for all selection rules, the SSR bias is negative until on average
5 comparisons per work are made. Even though ACJ produces
inflated SSR estimates, it can produce true reliability that is
0.02–0.03 higher than for random CJ (Figure 3). This is already
observed for more than 5 comparisons per work on average. The
performance of the SSR for random CJ and ACJ is similar to in
Crompvoets et al. (2020) and Rangel-Smith and Lynch (2018).

The results for the true reliability and the SSR produced by
the progressive rule with a random component are inconsistent

between essay sets. For essay set 1, the progressive rule with a
random component results in quality parameter estimates that
have the lowest true reliability out of all the selection rules
(Figure 3A). For essay set 2, the progressive rule with a random
component results in true reliability that is higher than for the
randomCJ and ACJ (Figure 3B). For both essay sets, the SSR bias
for the progressive rule with a random component is smaller than
for ACJ but larger than for random CJ (Figure 4).

The progressive selection rule with a similarity component
based on document embeddings requires fewer judgments per
work to reach the desired reliability (for instance, 0.70 or 0.80).
For essay set 1, this progressive selection rule can reach reliability
of 0.80 in 14 comparisons per work, while 16 comparisons on
average are required for random CJ (Figures 3A, 4A). In total,
with the proposed selection rule 141 fewer comparisons are
needed to reach true reliability of 0.80. For essay set 2, with the
proposed selection rule on average 3 comparisons per work less
are required as compared to random CJ (Figures 3B, 4B). Then,
225 fewer comparisons are needed. Note that the gain in true
reliability of the novel progressive selection rule is only moderate
with respect to random CJ (0.02-0.03). This can be explained by
the relatively large essay sets and the small standard deviations of
the true quality levels (Table 1; Rangel-Smith and Lynch, 2018;
Crompvoets et al., 2020).
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FIGURE 5 | For essay set 1 (N1 = 141), quality parameter estimates with respect to their cumulative ranking for 5 (A) and 10 (B) Comparisons per work on average.

This is assessed for different selection rules: random (CJ), adaptive (ACJ), and a progressive selection with a random component and with a similarity component

using document embeddings (100 simulations).

3.3. Evaluation of the Quality Parameter
Estimates
To investigate the performance of the SSR estimator we focus on
the spread of the quality estimates on the scale and their precision
(i.e., uncertainty) (Equation 7). Only the results obtained using
the document embeddings as the text representation technique
are considered because the SSR results (refer to above) were best
for both essay sets. Again random CJ, ACJ, and the progressive
selection rule with a random component serve as baselines
for comparison.

3.3.1. Spread of the Quality Estimates
Because the absolute differences in quality estimates can vary,
the cumulative ranking of the estimates is evaluated, for different
average numbers of comparisons.

For five comparisons per work on average, all selection rules
result in equivalent estimated quality parameters given their
ranking (Figures 5A, 6A). For 10 comparisons per work on
average, the differences in estimated quality parameters between
ACJ and the other selection rules become noticeable (Figures 5B,

6B). ACJ tends to produce quality estimates that are more spread
out than the other selection rules. For ACJ ∼20% of the highest
and lowest ranking works will have estimated qualities greater
than±3. For the other selection rules, this is only the case for 5%
of the most extreme quality parameter values. The inflated spread
of the quality parameter estimates can explain the inflation of the
SSR for ACJ (Equation 7). The higher the inflation of the spread
of the quality parameter estimates, the more biased the estimates
can be. Moreover, when comparing the results of set 1 (Figure 5)
with the results of set 2 (Figure 6), there seems to be an inverse
relation between the spread of true quality levels (Table 1) and
the spread of the estimated quality parameters for ACJ. Namely,
the smaller the spread of the true quality levels, the larger the
inflation of the spread of the quality parameter estimates, and
therefore, the larger the SSR bias for ACJ will be.

3.3.2. The Precision of the Quality Estimates
As the spread of the quality estimates differs between selection
rules (Figures 5, 6), the parameter uncertainty is assessed with
respect to the cumulative rank order. It can be seen that quality
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FIGURE 6 | For essay set 2 (N2 = 150), quality parameter estimates with respect to their cumulative ranking for 5 (A) and 10 (B) comparisons per work on average.

This is assessed for different selection rules: random (CJ), adaptive (ACJ), and a progressive selection with a random component and with a similarity component

using document embeddings (100 simulations).

parameters are estimatedmost precisely formiddle-ranked essays
(Figures 7, 8). This can be explained by the fact that most essay
parameters are located around the median. On the other hand,
the highest and lowest ranking essay qualities are estimated
with less precision. The precision difference between extreme
and middle-ranked essays reduces as the average number of
comparisons per work increases. This decrease is stronger for
essay set 1 (Figure 7), which has a larger SD of the true qualities
than essay set 2 (Table 1). However, for both essay sets ACJ
results in more precise quality parameter estimates for 10 or
more comparisons per work on average (Figures 7B, 8B). The
smaller standard errors for ACJ can inflate the SSR (Equation
7). Note that the increase in precision in ACJ is in itself a
desired property; it is its high bias in quality parameter estimates
that is undesirable. As the average number of comparisons per
work increases, the parameter uncertainty becomes similar for all
selection rules (Figures 7, 8). But even then, random CJ results in
more uncertain parameter estimates than ACJ.

The progressive selection rule with a similarity component
based on document embeddings can show improvements upon
random CJ in terms of the precision of the quality parameter

estimates. Namely, for essay set 1 a lower uncertainty for high
and lower ranked works is obtained after 10 comparisons on
average (Figure 7B). With respect to the progressive rule with a
random component, there is a visible gain in precision for the
estimation of quality parameters. For essay set 2, the differences
in uncertainty are small (Figure 8). This may be explained by the
smaller spread of the true quality levels of essay set 2 (Table 1).

In sum, the new progressive rule with a similarity component
(based on document embeddings), unlike ACJ, does not show
inflation of the spread of the quality estimates (Figures 5, 6).
This is also observed for the progressive rule with a random
component. However, the progressive rule with a similarity
component can result in more precise quality parameter
estimates than with a random component (Figures 7, 8). This
is most notably the case for essay set 1 where the spread of the
true quality levels is larger (Table 1). For true quality levels that
are more spread out a high, unbiased SSR can be obtained with
the progressive selection rule based on document embeddings
(Figures 4A, 3A) without inflating the spread of the scale of
quality parameter estimates (Figure 5) and while increasing the
precision of the quality parameter estimates (Figure 7).

Frontiers in Education | www.frontiersin.org 12 July 2022 | Volume 7 | Article 854378

https://www.frontiersin.org/journals/education
https://www.frontiersin.org
https://www.frontiersin.org/journals/education#articles


De Vrindt et al. Text Mining in Comparative Judgments

FIGURE 7 | For essay set 1 (N1 = 141), the precision of quality parameter estimates with respect to their cumulative ranking for different averages of work

comparisons: 5 (A), 10 (B), 20 (C), and 30 (D), respectively. This is assessed for different selection rules: random (CJ), adaptive (ACJ), and a progressive selection

with a random component and with a similarity component using document embeddings (100 simulations). The solid lines indicate the mean values and the

transparent bands indicate the 95% point-wise CIs.

4. DISCUSSION

With the proposed selection rule, the essays were initially paired
based on the cosine similarities of their vector representations.
After the initial phase, the ACJ selection criterion progressively
weighted higher in the selection rule (Equation 10). Even though
the gain in SSR and true reliability was small, an improvement
in terms of SSR estimates and its bias were observed when
compared to CJ, ACJ, and a progressive selection rule with
a random component. Hence, the proposed selection rule
reduced the number of comparisons needed to obtain reliable
quality estimates for the essays. The progressive selection rule
with a similarity component based on document embeddings
performed consistently better than any other selection rule for
the two different essay sets. Most importantly, this progressive
rule with a similarity component resulted in higher true reliability
than the progressive rule with a random component while still
reducing the SSR bias quickly. Thus, there is not only evidence

that one can alleviate the cold-start by using a progressive
selection rule based on the cosine similarities, but also that one
can improve the true reliability and the SSR with this selection
rule. However, the results indicate the importance of selecting
the most appropriate essay representation technique, which was
found to be the document embeddings (Le and Mikolov, 2014).
The document embeddings were initialized by a pre-trained
corpus of word embeddings. A limitation of the simulation
design is that in practice multiple raters can compare the same
pair while in our design the restriction of one comparison per
pair was held. We do not except that by elevating this restriction
the results of the proposed progressive selection rule relative to
the baseline selection rules would be very different.

Crompvoets et al. (2020) selected essays to be judged that
have parameter estimates with the largest standard errors. It was
observed that when selecting essays to be judged (work i) that
way, a large discrepancy occurs in the number of comparisons
per essay. Essays with extremer parameter estimates would
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FIGURE 8 | For essay set 2 (N2 = 150), standard error of quality parameter estimates with respect to their cumulative ranking for different averages of work

comparisons: 5 (A), 10 (B), 20 (C), and 30 (D), respectively. This is assessed for different selection rules: random (CJ), adaptive (ACJ), and a progressive selection

with a random component and with a similarity component using document embeddings (100 simulations). The solid lines indicate the mean values and the

transparent bands indicate the 95% point-wise CIs.

consistently be selected as the essay qualities are almost always
more uncertain. Instead in this study, it was opted to select the
essay to be judged based on the minimal number of times it has
been judged. Note that the number of comparisons is also related
to the standard errors of the parameter estimates: the standard
errors decrease with the number of comparisons (Equation 6).
Our approach reflects more practical assessment situations where
having an equal amount of comparisons for all works may be
preferred. It can be seen as unfair by assessors and students if
one essay would be compared more often than another. From a
statistical point of view, however, targeting the essays to be judged
based on themaximal uncertainty of the parameter estimatesmay
increase the precision of the quality estimates and the SSR even
further. Therefore, the selection rule proposed in this study may
be improved upon by selecting every essay to be judged (work i)
based on the maximal standard error of its parameter estimate.
Future research is required with respect to the effects of selecting
the essays to be judged based on a combination of the number of

times it has been compared and their parameter uncertainty. By
doing so, one can prevent too large discrepancies in the number
of comparisons per essay while still improving the SSR.

It is expected that for smaller essay sets, the benefits of
the progressive selection rule with a similarity component over
random CJ will become more apparent. Crompvoets et al.
(2020) and Bramley and Vitello (2019) observed that for smaller
samples, ACJ can result in a higher gain in the precision of quality
parameters and the reliability than randomCJ. Furthermore, ACJ
can perform well when there is more spread in the true quality
levels of works (σ > 2) (Rangel-Smith and Lynch, 2018). The
current results showed that the novel selection rule can produce
high true reliability without an increase in SSR bias. Given these
results, it is expected that with the proposed selection rule a
higher SSR with a small bias can be obtained when it is tested
on smaller sample sizes than in the current study. Such cases
would represent small classroom assessment situations. Note that
document embeddings can be used for smaller essay sets as they
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can be initiated by a pre-trained corpus of word embeddings
(Oostdijk et al., 2013). It is also expected that the benefits would
be greater for essay sets that show more high similarities or
similarities with more variance. Then more informative initial
pairs could be selected. For this study, the essay representations
showed rather low similarities (refer to Table 2).

As opposed to alleviating the cold-start of ACJ, one can
also improve the ACJ-algorithm itself. The proposed progressive
selection rules implement the stochastic approach of ACJ from
Crompvoets et al. (2020). For an essay to be paired with another,
an essay will be selected based on its density value for the
distribution of the essay quality estimate that is to be compared
(work i). That way, the uncertainty of the quality estimate of
the essay that is compared is taken into account. However, this
assumes that all other essay quality estimates (every work j) are
deterministic. In order to take the uncertainty of all essay quality
estimates into account, a different approach of adaptive pairing
is required. A Bayesian adaptive selection rule as proposed in
Crompvoets et al. (2021) takes the parameter uncertainty of both
work i and j into account. Every work i and j are sampled from
the conditional posterior distribution of their quality parameter.
In the context of item response theory, Barrada et al. (2010)
have summarized multiple selection rules that integrate over
the weighted likelihood function of an ability parameter: e.g.,
the Fisher information weighted by the likelihood function
or the Kullback-Leibler function weighted by the likelihood
function. It is expected that the progressive selection rule with
a similarity component would benefit from such a redefined ACJ
selection rule.

5. CONCLUSION

The objective of this study was to alleviate the cold-start problem
of adaptive comparative judgments, while simultaneously
minimizing the bias of the scale separation coefficient that can
occur (Bramley, 2015; Rangel-Smith and Lynch, 2018; Bramley
and Vitello, 2019; Crompvoets et al., 2020). We proposed the use
of text mining as it is possible to extract essay representations
before the judgment process has started. A variety of essay
representation techniques were considered: term frequency-
inverse document frequency, averaged word embeddings, and
document embeddings (Aizawa, 2003; Mikolov et al., 2013;

Le and Mikolov, 2014). Subsequently, the representations of
essays were used to select initial pairs of essays that have high
cosine similarities between their representations. Progressively,
the selection rule will be more determined by the closeness
of the quality estimates given the parameter uncertainty. The
simulation results showed that the progressive selection rule
can minimize the bias of the scale separation coefficient while
still resulting in high true reliability. Out of all representation
techniques, the document embeddings of the essays (as initialized
by pre-trained word embeddings) consistently showed the best
results in terms of scale separation reliability. Moreover, the
proposed progressive rule prevents the inflation of the variability
of the quality estimates, and it can reduce the uncertainty of
the quality estimates—especially for low and high quality essays
when the variability of the true quality levels is high. Although
the gain in reliability and parameter precision was moderate, it
is expected that this gain will be larger for smaller essay sets that
show more variability in the true essay qualities and for essays
that show more high similarities. A practical example would be
its use in classroom assessment contexts.
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