
Abstract—Promising interconnect materials continue to 
emerge and are considered as potential replacements for 
Cu interconnects. In this paper, an intermediate-length 
interconnect technology exploration framework for 
SRAM array-level performance based on CACTI 7 is 
presented to efficiently optimize various emerging 
interconnect technologies. Three graphene-based 
interconnect materials are benchmarked against their 
traditional Cu counterpart for optimal SRAM array-level 
performance. Furthermore, we investigate the scalability 
of the emerging interconnect for the SRAM application 
under five technology nodes based on ASU Predictive 
Technology Model for FinFET devices and quantify the 
impact of different cache sizes on key performance 
metrics, including energy-delay product and energy-
delay-area product. Results demonstrate that the cache 
using thick graphene interconnects has over 19% EDP 
reduction comparing the Cu counterpart. It is shown that 
up to 37% of the energy-delay-area product (EDAP) 
improvement can be achieved by thick graphene 
interconnects for 2MB cache size at 7nm.  

Keywords—Interconnect, graphene, SRAM, mean free 
path, delay, energy-delay product, energy-delay-area 
product, design/technology co-optimization 

I. INTRODUCTION 

The last decades witnessed the booming performance of 
VLSI systems in terms of frequency, throughput, and energy 
efficiency. This exponential improvement is fueled by density, 
integrated, and performance improvements by scaling FETs 
and back-end-of-line (BEOL) interconnects. However, as the 
technology node scales beyond 10 nm, the interconnect has 
become the dominant factor of the chip performance, and 
technology research and development escalates rapidly more 
“interconnect-centric” [1, 2]. The delay and energy dissipation 
associated with interconnects become major concerns in the 
VLSI systems due to the large resistivity of the traditional Cu 
interconnects that are limited by thick barriers and size effects 
[1, 3, 4]. To address the interconnect challenge, significant 

research efforts have been focused on local short interconnects, 
and many new materials have been explored, such as graphene, 
Ruthenium, and Cobalt [5-11]. At the global level, emerging 
interconnect technologies, such as optical and ballistic 
interconnects have been studied to further improve the delay 
and energy efficiency for long-distance communication [12-
16]. However, limited work has been performed for 
intermediate-length interconnect, and there is an increasing 
need to investigate novel interconnects for intermediate-length 
that range from tens to hundreds of micrometers.  

In the past decade, significant research activities have been 
performed on graphene in the electronic device community due 
to its excellent electronic properties, including a long mean free 
path (MFP) and large current conduction capability [17]. It has 
been considered as a potential candidate to replace the Cu 
interconnect to enable power-efficient computing systems [5]. 
The challenge of graphene interconnect is associated with its 
large contact resistance, which limits its usage in the local short 
interconnects. Due to the fabrication limitation, the small 
number of graphene layers also constrains its usage in the 
global long interconnects. As a result, graphene interconnects 
are promising candidates for intermediate-length interconnects 
that are overlooked in existing research. 

To understand the true advantage of novel interconnect 
technology, it is important to capture circuit-level perspectives 
instead of a simple repeater-based driver-receiver model. For 
example, graphene has the benefit of a small interconnect 
capacitance, which saves energy thanks to the small geometry 
and quantum capacitance. However, the resistance of the 
graphene interconnect can be higher than the Cu if only a small 
number of graphene layers are used [18]. In addition, 
performance trade-offs exist in the design of interconnect 
width because wider interconnects help to reduce latency at the 
cost of the routing area overhead, which is particularly 
important for circuit- and system-level performance. As a 
result, many key material and structural parameters can only be 
optimized at the higher circuit and system levels. 

SRAM is one major component in today’s processors and 
occupies a significant portion of the chip area. An SRAM array 
contains bitlines, wordlines, and H-trees that span a wide range 
of widths and lengths from local, intermediate, to global levels, 
making it an ideal circuit for benchmarking intermediate-
length interconnects using emerging technologies. 
Traditionally, the interconnects for bitlines and wordlines 
locate at lower metal levels for maximum memory density. As 
the technology node enters sub-10nm, the delay associated 
with the large local interconnect resistance motivates the shift 
of interconnects to upper layers such as the 5th or 6th metal 
layers. A comprehensive interconnect benchmarking for the 
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memory array-level performance becomes critical to realize 
the true benefits of graphene interconnects for intermediate-
length interconnects, such as bitlines and wordlines. Existing 
work has investigated graphene-based nanomaterials for 
crossbar-based memory applications [19-22], but no 
comprehensive studies have been performed on the SRAM 
using graphene interconnects.  

To capture the electrical performance of the SRAM, the 
most accurate way is to perform a detailed simulation based on 
the placement and routing EDA design flow. These 
simulations, however, are very time-consuming. One 
simulation with a single set of parameters may take hours to 
complete. Explorations of different emerging interconnect 
technologies with multiple material and structural properties 
over a large design space are extremely inefficient, if not 
impossible. As a result, compact models are critical to allow an 
efficient interconnect-circuit co-design and realize the full 
potential of emerging interconnect technologies.  

In this paper, we perform a large design space exploration 
for graphene-based interconnects based on CACTI 7, a well-
known and open-source model for optimizing cache [23]. Such 
a validated cache simulator allows us to efficiently explore 
various interconnect configurations with reasonable accuracy 
at the early design stage. Three interconnect configurations 
will be investigated to understand the true benefit of graphene-
based memory, including the thick graphene, graphene-capped 
Ruthenium, and graphene-capped Cu interconnects. Key trade-
offs among different interconnect parameters are investigated, 
including the width, number of graphene layers, and effective 
grain size, to maximize SRAM array-level performance. The 
comparison among different interconnect configurations and 
their Cu-based counterparts will provide general guidelines to 
material technologists and system designers to develop and 
identify suitable graphene-based interconnects for energy-
efficient memory systems. The design methodology presented 
in this work is generic and can be applicable to a variety of 
devices and interconnect combinations. The major 
contributions of this work are highlighted below. 
• We develop an efficient interconnect/memory co-design 

method based on CACTI 7 to enable a large design space 
exploration to maximize the potential advantage of graphene 
at the memory-level performance.  

• Three emerging and promising graphene-based interconnect 
materials are benchmarked against their Cu counterparts for 
optimal SRAM performance metrics. 

• We perform the scalability analysis for graphene-based 
SRAM applications under different cache sizes based on 
ASU Predictive Technology Model for FinFET devices[24]. 

• Valuable insights are provided to interconnect technologists 
and circuit designers to mutually understand the material and 
process requirements and to design more suitable 
interconnect materials for memory systems. 

II. MODELING APPROACHES 

A. Graphene Interconnect Model 
For general graphene-based interconnects, the current is 

given by the Landauer formula [25] : 
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where 𝐿𝐿 is the interconnect length, 𝑒𝑒 is the elementary charge, 
ℎ is Planck’s constant, E is the energy level, 𝑓𝑓 is the Fermi 
distribution function, 𝜇𝜇1 and 𝜇𝜇2 are electrical potentials on two 
sides of the graphene, and 𝑀𝑀𝑀𝑀𝑀𝑀 is the effective mean free path 
of graphene. The effective MFP depends on several factors, 
including the property of substrate material and the graphene 
edge roughness. In this work, the MFP is fitted based on the 
mobility extracted from experimental data [26, 27] using the 
semiclassical equation (2) [28] 

𝜎𝜎 = 𝑒𝑒𝑒𝑒𝜇𝜇 =
2𝑒𝑒2

ℎ
�√𝜋𝜋𝑒𝑒 ∙ 𝑀𝑀𝑀𝑀𝑀𝑀� (2)  

where 𝜎𝜎  is the conductivity, n is carrier density, and 𝜇𝜇  is 
mobility. MFP is set as 460𝑒𝑒𝑛𝑛  at 𝑒𝑒 ≈ 4.85 × 1010𝑐𝑐𝑛𝑛−2 
based on existing work [29]. From the fitted MFP shown in 
Fig. 1, the MFP scales down with the width due to the edge 
scattering. With the assumption of side contacts, the graphene 
contact resistance is obtained as  𝑅𝑅𝑐𝑐𝑐𝑐𝑛𝑛/�𝑊𝑊𝑁𝑁𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙�, where 𝑅𝑅𝑐𝑐𝑐𝑐𝑛𝑛 
is the contact resistance, 𝑁𝑁𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙  is the number of graphene 
layers, and 𝑊𝑊 is the interconnect width. The value of contact 
resistance is assumed to be 100 Ω⋅µm based on recent 
experimental work [30].  

 
Fig. 1. (a) Few-layer graphene mobility fitting model as the function of width 
[26], and (b) effective mean free path versus width. 

 
Fig. 2. Comparison of the sheet resistance versus the thickness for four 
interconnect materials. The inverse function is used to fit the sheet resistance 
for the graphene-capped Ru based on the experimental data [31]. The aspect 
ratio is assumed to be 2 for all interconnects, and the effective grain size factor 
is 3 for graphene-capped Cu interconnect.   

In this work, four types of materials are investigated to 
quantify their impacts on the SRAM array-level performance, 
including (1) the Cu interconnect as the baseline, (2) the 
graphene-capped Ruthenium, (3) the graphene-capped Cu, and 
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(4) the thick graphene interconnects. Here, Ru is considered as 
one potential option because it has received much research 
attention, and it has (i) competitive resistivity to Cu in fine 
dimensions and (ii) the potential for higher electromigration 
reliability than Cu [29, 31-33]. The Cu resistivity model 
follows existing work with a grain boundary reflectivity of 0.5 
and a side wall specularity of 0.5 [34]. For graphene-capped 
Cu interconnect, the electron scatters less frequently inside Cu, 
and we use 3× of the grain size to capture this effect based on 
the experimental work [35, 36]. For the graphene-capped 
Ruthenium, experimental data is used to quantify its 
performance under different thicknesses [31]. The comparison 
of sheet resistance and resistance per unit length for four 
materials is shown in Fig. 2 and Fig. 3. 

 
Fig. 3. Resistance per unit length versus aspect ratio for four materials with a 
interconnect width of 18nm at the 7nm technology node. 

The capacitance per unit length of the interconnect follows 
the model in CACTI, which is based on vertical, horizontal, 
and fringe capacitance, shown in (3). 

𝐶𝐶𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙/𝑙𝑙𝑙𝑙𝑛𝑛𝑙𝑙𝑙𝑙ℎ = 𝐶𝐶𝑣𝑣𝑙𝑙𝑙𝑙𝑙𝑙𝑤𝑤𝑐𝑐𝑙𝑙𝑙𝑙 + 𝐶𝐶𝑠𝑠𝑤𝑤𝑑𝑑𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙 + 𝐶𝐶𝑓𝑓𝑙𝑙𝑤𝑤𝑛𝑛𝑙𝑙𝑙𝑙
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(3)  

where 𝜀𝜀𝑉𝑉  is the vertical dielectric constant of 3.9, 𝜀𝜀𝐻𝐻  is the 
horizontal dielectric constant of 2.11~2.18 that scales with the 
technology node, 𝑇𝑇𝑤𝑤𝑙𝑙𝑑𝑑  is the interlayer dielectric thickness 
which is assumed to be the wire thickness, 𝐶𝐶𝑓𝑓𝑙𝑙𝑤𝑤𝑛𝑛𝑙𝑙𝑙𝑙  is the fringe 
capacitance of 0.115𝑓𝑓𝑀𝑀 𝜇𝜇𝑛𝑛⁄ , and 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑒𝑒𝑀𝑀 is assumed to be 1.5, 
which is used to capture the Miller effect during the switching 
activity. 

B. Device Models 
For the case study, CMOS FinFET high-performance and 

low-power device models are adopted from ASU Predictive 
Technology Model for FinFET 7, 10, 14, 16, and 20 nm 
technology nodes [24]. Device parameters, including drain 
capacitance, gate capacitance, on current, temperature-
dependent leakage current, supply voltage, and threshold 
voltage are extracted by Synopsys HSPICE simulations [37]. 

C. Memory Models 
The SRAM memory models are adopted based on CACTI, 

a well-known and open-source simulator for optimizing 
memory [23, 38]. CACTI sweeps the memory organization 
parameters to obtain optimal memory parameters based on the 
target metrics, which can be defined by the user. CACTI 

considers comparator, Mux driver, output driver, decoder, 
column Mux, sense amps, wordline, bitline, tag array, and data 
array in the logical and physical organization of the cache.  

 
Fig. 4. SRAM cells in a column with equivalent circuit model for a graphene 
bitline, where 𝐶𝐶0  and 𝑅𝑅0  are the device input capacitance and output 
resistance, respectively, 𝐶𝐶𝑤𝑤  and 𝑅𝑅𝑤𝑤  are the interconnect capacitance and 
resistance, respectively, 𝑅𝑅𝑞𝑞 is the quantum resistance, and 𝑅𝑅𝑐𝑐𝑐𝑐𝑛𝑛 is the contact 
resistance. 

To model the delay for generic interconnects, an equivalent 
circuit model for the SRAM bitline is shown in Fig. 4. The 
critical path for an array access time is mainly divided into 
three parts: H-tree outside/inside the bank and path inside the 
mat. CACTI has been validated based on SPICE and published 
data of commercial cache, including Sun SPARC 90nm L2 
cache and Intel 65nm L3 cache [38]. Such a validated cache 
simulator allows us to efficiently explore various interconnect 
configurations with reasonable accuracy at the early design 
stage. Key trade-offs among different interconnect parameters 
are investigated, including the width, number of graphene 
layers, aspect ratio, and effective grain size, to maximize array-
level SRAM performance. The comparison among different 
interconnect configurations and their Cu-based counterparts 
will provide general guidelines to material technologists and 
system designers to develop and identify suitable graphene-
based interconnects for energy-efficient memory systems. 

III. SIMULATION RESULTS 

Based on the modeling approaches in Section II, the 
performance analyses are performed at the cache level. Five 
technology nodes (7, 10, 14, 16, and 20nm), four interconnect 
materials (Cu, graphene-capped Ru, graphene-capped Cu, and 
thick graphene interconnects), and three cache sizes (128KB, 
2MB, and 32MB) are investigated in the case study. 

A. Impact of Interconnect Geometry on Cache Performance 
One of the key advantages of graphene-based interconnect 

is its small resistance thanks to the large MFP. Since the 
interconnect resistance is highly dependent on its geometry, we 
analyze the impact of aspect ratio as well as the width of 
interconnect on SRAM array-level performance. Under 
different width assumptions, the energy and access time 
breakdown bar charts for different aspect ratios are shown in 
Fig. 5. Note that due to the large span in different energy and 
access time components, the y axis is shown in the log scale. 
The total energy of the cache is mainly consumed by four parts, 
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namely the decoder, the wordline, the bitline, and the H-tree, 
where H-tree dominates the overall energy due to the large 
interconnect length. In Fig. 5, the access time decreases with 
the aspect ratio due to the increasing cross-section area and 
decreasing resistance. Meanwhile, the total energy increases 
because the energy associated with the interconnect 
capacitance increases. As a result, a clear trade-off between 
energy and access time can be observed in Fig. 6 (a). In short, 
the cache performance is either (i) limited by the energy 
dissipation if the aspect ratio is too large or (ii) limited by the 
access time if the aspect is too small. From Fig. 6 (b), an 
optimal aspect ratio can be observed to minimize the energy-
delay product (EDP) for a given width. The EDP versus the 
aspect ratio for each width scaling factor is shown in Fig. 6 (b), 
where an optimal aspect ratio exists to minimize the overall 
EDP.  

 
Fig. 5. (a) Access time and (b) read energy per access breakdown bar chart 
versus aspect ratio of four interconnect materials for a cache size of 2MB at 
the 7nm technology node. 

 
Fig. 6. (a) Energy versus delay and (b) EDP versus aspect ratio for a cache 
size of 2MB using thick graphene interconnect under width scaling factor of 
0.7, 0.8, 1, 1.5, 2, and 4 at the 7nm technology node. The red star shows the 
preferred corner.  

In terms of the width scaling factor, a larger width helps to 
further reduce the interconnect resistance, leading to a better 
access time. However, increasing the width leads to a larger 
cell area and hence increases the interconnect length, leading 
to a diminishing return in the access time improvement, shown 
in Fig. 5. Meanwhile, the energy keeps increasing due to the 
longer interconnects. As a result, within each aspect ratio, an 
optimal width also can be observed to minimize EDP, as shown 
in Fig. 6 (b). Since cell density is one important metric of the 
SRAM application, we investigate the impact of interconnect 
geometry on energy-delay-area product, as shown in Fig. 7. 
With the consideration of area, optimal aspect ratio and width 

also exist, and the cache prefers to use a smaller width 
compared to the design for EDP minimization.  

  
Fig. 7. EDAP versus aspect ratio for SRAM using thick graphene 
interconnects under the width scaling factor of 0.7, 0.8, 1, 1.5, 2, and 4 versus 
aspect ratio for a cache size of 2MB at the 7nm technology node. 

B. Impact of Material on Cache Performance 
To quantify the impact of interconnect materials on the 

cache-level performance, the access time and energy per access 
time as a function of the width scaling factor for four types of 
materials are shown in Fig. 8 (a) and (b), respectively. Each bar 
in the figure is based on the optimal aspect ratio. Thick 
graphene is the best material for the access time due to the 
small resistance as shown in Fig. 2. Note that the y-axis is in 
log scale due to the large span in access time and energy. 

 
Fig. 8. (a) Access time and (b) read energy per access breakdown bar chart 
versus the width scaling factor with the optimal aspect ratio for minimizing 
EDP for a cache size of 2MB at the 7nm technology node.  

 
Fig. 9. Optimal (a) EDP and (b) EDAP of cache using four interconnect 
materials for a cache size of 2MB under width scaling factor of 0.7, 0.8, 1, 
1.5, 2, and 4 at the 7nm technology node. 

0.5 1  1.5 2  2.5 3  3.5
Aspect Ratio

0.1

0.2

0.5

1

2

3

Ac
ce

ss
 T

im
e 

(n
s)

0.5 1  1.5 2  2.5 3  3.5
Aspect Ratio

10 -4

10 -3

10 -2

10 -1

R
ea

d 
En

er
gy

 p
er

 A
cc

es
s 

(n
J)

             
   

(b)

      

 

 
 

 
 

Decoder Wordline

Bitline H-tree

      

 

 
 

 
 

Decoder Wordline

Bitline H-tree

0.7
5 1  

 
1.5

 
2  

 
2.5

 
3  

 
3.5

 

Aspect Ratio

0.05

0.07

0.1

0.14

0.2

ED
P 

(n
J

ns
)

Width=0.7x Width=0.8x

Width=1.0x Width=1.5x

Width=2.0x Width=4.0x

0.5 1 1.5 2

Delay (ns)

0.06

0.07

0.08

0.09

En
er

gy
 (n

J)

Width=0.7x

Width=0.8x

Width=1.0x

Width=1.5x

Width=2.0x

(a)

(b)

0.5 1  1.5 2  2.5 3  3.5
Aspect Ratio

0.002

0.005

0.01

0.02

0.04

ED
AP

 (n
J

ns
m

m
2

)

Width=0.7x

Width=0.8x

Width=1.0x

Width=1.5x

Width=2.0x

Width=4.0x

0.7 0.8 1  1.5 2  4  
Width Scaling Factor

10 -4

10 -3

10 -2

10 -1

R
ea

d 
En

er
gy

 p
er

 A
cc

es
s 

(n
J)

0.7 0.8 1  1.5 2  4  
Width Scaling Factor

0.1

0.2

0.4

0.8

1.6

3.2

Ac
ce

ss
 T

im
e 

(n
s)

Decoder Wordline

Bitline H-tree

(a)
(b)

          
 

0.7 0.8 1  1.5 2  4  
Width Scaling Factor

0.003

0.005

0.01

0.02

O
pt

im
al

 E
D

AP
 (n

J
ns

m
m

2
)

0.7 0.8 1  1.5 2  4  
Width Scaling Factor

0.05

0.07

0.1

0.15

O
pt

im
al

 E
D

P 
(n

J
ns

)

EDP 
Reduction

      
  

0 2

 
 

Cu Graphene+Ru

Graphene+Cu Thick Graphene

(a) (b)

EDAP 
Reduction



Comparing to the Cu counterpart, up to 19% and 37% 
reduction can be observed for the cache using thick graphene 
interconnects in terms of EDP and EDAP, respectively, as 
shown in Fig. 9. The performance improvement benefits 
mainly come from the superior conductivity of graphene, 
especially for minimizing EDAP, where a relatively small 
width is used. 

C. Impact of Technology Node on Cache Performance 
To quantify the impact of technology node on the 

performance of cache using thick graphene, the optimal access 
time breakdown bar chart under five technology nodes is 
demonstrated in Fig. 10. Each point in the figure is obtained 
based on the optimal aspect ratio for minimizing EDP as 
discussed in Section III A.  

As the technology node scales down, the access time 
improves due to the small footprint area and short 
interconnects, such as bitline, wordline, and H-tree. Compared 
to the Cu-based cache, the one using thick graphene can 
provide over 40% reduction in access time under the nominal 
width at the 7nm technology node. A large reduction of the 
access time can be observed at a small technology node, as 
illustrated in Fig. 10 (b). In addition, the access time 
improvement using graphene increases as the width scales 
down. This is because Cu interconnect suffers from a 
significant size effect due to the electron scattering and a thick 
barrier, which increase the interconnect resistance substantially 
at a small dimension.  

 
Fig. 10. (a) Access time breakdown bar chart of an SRAM using thick 
graphene interconnects and (b) comparison of the access time for Cu and thick 
graphene interconnects versus width scaling factor for a cache size of 2MB at 
7, 10, 14, 16, and 20nm technology nodes. 

In Fig. 11 (a), the read energy breakdown bar chart is 
illustrated as a function of width for five technology nodes. As 
the technology scales down, the short interconnects and small 
devices lead to a reduction in capacitance, hence small read 
energy. In addition, the read energy increases with the 
interconnect width because of the larger area and longer 
interconnects that need to be switched. By sweeping the width 
scaling factor, a clear trade-off between energy per access and 
access time can be observed in Fig. 11 (b). In short, the cache 
performance is either (i) limited by the energy dissipation if the 
width is too large or (ii) limited by the access time if the width 
is too small. Compared to the Cu-based SRAM, up to 19% 
EDP reduction can be observed for the one using thick 

graphene interconnects at the 7nm technology node, as shown 
in Fig. 11 (b). 

 
Fig. 11. (a) Read energy per access breakdown bar chart of an SRAM using 
thick graphene interconnects and (b) comparison of energy versus access time 
of cache using Cu and thick graphene interconnects for a cache size of 2MB 
at 7, 10, 14, 16, and 20nm technology nodes. Solid and dashed lines are for 
SRAMs using Cu and thick graphene interconnects, respectively. The red star 
shows the preferred corner. 

D. Impact of Cache Size on Improvement 
The simulations performed in previous subsections are 

based on a cache size of 2MB. To capture the impact of cache 
size at the SRAM array-level performance, Fig. 12 shows the 
EDP and EDAP reduction for the SRAM using thick graphene 
interconnects comparing to the Cu counterpart under three 
cache sizes. In general, a larger cache gains more benefits by 
using graphene interconnects, especially at a small technology 
node. This is because the performance of a large cache is more 
dominant by longer interconnects due to the large area. The 
narrow interconnect also takes more advantage of the small 
resistance of graphene-based interconnect compared to its Cu 
counterpart. For a small cache size of 128KB, the EDP 
reduction saturates for small technology nodes. This is mainly 
due to the fact that (i) the interconnects are relatively short and 
limited by the contact resistance of graphene and (ii) the device 
resistance dominates the delay at a small cache size. For 
example, the interconnect resistance-related delay (e.g. RwCw 
and RwCo) are ~25% of the total delay at the 7nm and 10nm 
technology nodes, and the rest of the delay is determined by 
the device resistance. As a result, the difference of EDP 
reduction between 7nm and 10nm is small. 

 
Fig. 12. (a) EDP and (b) EDAP reduction of the SRAM using thick graphene 
interconnects compared to Cu-based SRAM versus cache size at 7, 10, 14, 16, 
and 20nm technology nodes. 
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Compared to the EDP improvement, the EDAP reduction 
is more substantial, as shown in Fig. 12 (b). This is because 
when the area is taken into the consideration, the cache prefers 
to use a small interconnect width, which better takes advantage 
of the small resistance of graphene. 

IV. CONCLUSION 

In this paper, we quantify the benefits of three graphene-
based interconnect configurations for SRAM array-level 
performance, including graphene-capped Ru, graphene-
copped Cu, and thick graphene, based on the CACTI simulator. 
Key interconnect parameters, such as width, aspect ratio, and 
effective grain size, are investigated to minimize various 
performance targets, including EDP and EDAP. Under the 
optimal width and aspect ratio, thick graphene provides the 
best performance thanks to its small resistance compared to its 
counterparts with up to 19% and 37% reduction in EDP and 
EDAP, respectively, compared to the Cu counterparts. 
Compared to the optimal width to minimize EDP, the optimal 
width for minimizing EDAP decreases due to the area 
overhead. Graphene-capped Cu also performs better compared 
to graphene-capped Ru and Cu thanks to its larger effective 
grain size based on the experimental observation. Graphene-
capped Ru underperforms its counterparts mainly due to the 
large resistance that is observed in the experiment. When it 
comes to the impact of cache size on performance, a larger 
cache leads to more EDP and EDAP reduction for sub-10nm 
due to the longer interconnects, such as H-tree and bitlines. 
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