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Abstract

Automated search methods based on Satisfiability Modulo Theory (SMT) problems are
being widely used to evaluate the security of block ciphers against distinguishing attacks.
While these methods provide a systematic and generic methodology, most of their
software implementations are limited to a small set of ciphers and attacks, and extending
these implementations requires significant effort and expertise. In this work, the authors
present cryptographic algorithms for distinguishing attacks (CASCADA), an open-source
Python library to evaluate the security of cryptographic primitives, specially block ci-
phers, against distinguishing attacks with bit-vector SMT solvers. The tool CASCADA
implements the bit-vector property framework herein proposed and several SMT-based
automated search methods to evaluate the security of ciphers against differential, related-
key differential, rotational-XOR, impossible-differential, impossible-rotational-XOR,
related-key impossible-differential, linear and zero-correlation cryptanalysis. The library
CASCADA is the result of a huge engineering effort, and it provides many functionalities,

1 | INTRODUCTION

Automated tools have gained significant traction in the last
decade in the security evaluation of cryptographic algorithms,
specially block ciphers. In the design and cryptanalysis of a
block cipher, the security is evaluated by verifying that no
known attacks cannot efficiently recover the secret key of the
cipher. Most cipher attacks include an initial distinguishing
attack, where a non-random property of the cipher is exploited
to distinguish the cipher from a random permutation. The
distinguishing step is followed by a key-recovery step, but
finding the exploitable property of the cipher is the hardest
part to mount the attack.

Well-known examples of powerful cipher attacks including
a distinguishing step are differential [1], related-key differential
[2], impossible-differential [3] and rotational-XOR (RX) [4]
cryptanalysis, and also linear [5] and zero-correlation crypt-
analysis [6]. The properties exploited by (related-key) differ-
ential and (related-key) impossible-differential cryptanalysts are
(related-key) differential objects, by RX cryptanalysis are RX
difference pairs, and by linear and zero-correlation

a modular design, an extensive documentation and a complete suite of tests.

cryptanalysis are linear approximations. In the next section, we
will introduce these properties in more detail.

While these properties were traditionally searched for ad-
hoc and manually, recent studies proposed the use of auto-
mated tools based on constraint satisfaction problems, such as
Satisfiability Modulo Theories (SMTs) or Mixed Integer Linear
Programing (MILP) [7, 8]. Automated methods model these
searches as constraint satisfaction problems and solve them
with powerful off-the-shelf solvers available nowadays [9-11],
freeing designers and cryptanalysts from the effort of imple-
menting and optimising the search.

Unfortunately, most automated methods published in the
literature do not provide software implementations [12—18] or
provide narrow implementations that are specific to a cipher
and a distinguishing attack [7, 8, 19, 20], and extending these
implementations to other ciphers or attacks require significant
effort and expertise.

The notable exceptions are the SMT-based tools, Cryp—
toSMT [21] and ArxPy [22]. Both libraries support many block
ciphers and several distinguishing attacks, namely differential
and linear cryptanalysis in CryptoSMT and (related-key)
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differential, RX, and (related-key) impossible-differential in
ArxPy, and they have been used in multiple studies, for
example, Refs. [23-26] or [27-30]. However, these two libraries
present severe limitations. For example, CryptoSMT lacks
code documentation and tests, and adding a new cipher in
CryptoSMT requires significant expertise and effort as one
needs to implement the differential and linear SMT models of
the cipher. The tool ArxPy does not suffer from these limita-
tions, but only supports Addition-Rotation-XOR (ARX) ciphers
and does not support linear or zero-correlation cryptanalysis.

Contributions. In this work we present CASCADA [31]
(Characteristic Automated Search of Cryptographic Algo-
rithms for Distinguishing Attacks), an open-source Python li-
brary to evaluate the security of block ciphers and other
cryptographic primitives against several distinguishing attacks
by searching for exploitable properties using bit-vector SMT
solvers. CASCADA is available at https://github.com/ranea/
CASCADA.

The library CASCADA is based on ArxPy, but only a third
of CASCADA's source code detives from ArxPy, and CAS-
CADA implements more automated methods and distinguish-
ing attacks, supports a wider class of block ciphers and
primitives, and improves the code, documentation and tests.

The tool CASCADA implements the search for differen-
tials, RX difference pairs and linear approximations to be used
in differential, related-key differential, impossible-differential,
related-key impossible-differential, RX, impossible-RX, linear,
and zero-correlation cryptanalysis. The automated search for
these properties is implemented in CASCADA following the
bit-vector property framework herein proposed so that other
distinguishing attacks can be easily added.

Four automated search methods based on bit-vector SMT
problems are implemented in CASCADA. Three of these
methods are the generalisation of previous work [7, 15, 30] to
the bit-vector property framework, and the fourth method is a
new automated search method based on quantified SMT
problems.

The open-source library CASCADA is the result of a huge
engineering effort aiming to provide a state-of-the-art tool to
evaluate a wide class of cryptographic algorithms against many
distinguishing attacks. To this end, CASCADA features a
modular design, an extensive documentation and a complete
suite of tests so that CASCADA is not only easy to use but also
to extend by designers and cryptanalysts.

Outline. In Section 2, the preliminaries are introduced, and
in Section 3, the bit-vector property framework is presented.
Automated methods based on bit-vector SMT problems are
explained in Section 4, and Section 5 describes the function-
ality and implementation of CASCADA.

2 | PRELIMINARIES
2.1 | Bit-vector SMT problems

A bit-vector expression is a bit-vector constant, a bit-vector
variable or a bit-vector operation with bit-vector expressions

as inputs. Bit-vector constants are interpreted as unsigned in-
tegers in base 2; the 7-bit vector x = by_1-+-b1b, denotes the
non-negative integer by + 2by + - + 2"7'b,,_;. The ith bit of
x, b;, is also denoted by x [i], where x [0] = by denotes the
Least Significant Bit (LSB) and x [z — 1] = b,,_; denotes the
Most Significant Bit (MSB). We consider here the following
bit-vector operations and notations:

— The concatenation and extraction of bit-vectors.

— The bit-wise logical operations: negation -, conjunction A,
disjunction V, and exclusive-or (XOR) .

— The shift operations: left shift < (logical) right shift >,
circular left rotation << and circular right rotation >>.

— The arithmetical operations: modular addition F, modular
subtraction H, modular multiplication, [X] unsigned trun-
cated division operation [ and unsigned remainder
(modulus) operation 7.

— The relational operations: =, <, >, < and 2.

— The if-then-else operator Tte(b, x, v), returning x if bis equal
to the bit 0 and otherwise returning y.

A bit-vector formula or constraint is a bit-vector expres-
sion returning a single bit, where the bit O denotes the truth
value False and the bit 1 denotes True. A bit-vector for-
mula is satisfiable if there is an assignment of the variables that
makes the formula True.

SMT refers to the problem of determining whether a first
order formula is satisfiable with respect to some logical theory
[9, 10]. SMT problems can be seen as a generalisation of SAT
problems; the latter problems are expressed in propositional
logic, and SMT problems are given in richer logics such as the
theory of integers or the theory of bit-vectors.

An SMT problem defined in the bit-vector theory, or
simply a bit-vector SMT problem, is given by a list of bit-
vector variables, each one associated with the existential 3 or
for-all V quantifier, and a list of bit-vector constraints including
these variables. An SMT problem where the quantifiers are not
specified is called a quantifier-free problem, and it is equi-
satisfiable to the same SMT problem with existential quanti-
fiers. On the other hand, SMT problems combining existential
and for-all quantifiers are called quantified problems, and these
are much harder to solve [32].

For example, given the function f(x,y) = (((x>>7)
Hy @k (y<2)® (((x>>7)Hy) ®k)) with x, y, k €
{0,1}'°, the decision problem of determining whether there
exists an assignment of k such that f;, (0, 0) = (0, 0) can be
written as the following bit-vector SMT problem

Ax,y, k,x',y €{0,1}'°:
¥=((x>7)Hy &k
Y=()<2)®x
0=xVvyvx Vvy.

Software tools that determine the satisfiability of SMT
problems are called SMT solvers. In the past 2 decades, SMT
solvers have grown in popularity due to technological advances
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and industrial applications in software engineering, optimisa-
tion, and many other areas [33]. On top of that, many state-of-
the-art and open-source SMT solvers are available nowadays
such as Boolector [34] or STP [35], among others.

SMT solvers not only can determine the satisfiability of an
SMT problem but also find an assignment of the variables that
satisfies the problem. This feature allows SMT solvers to be
used in search problems. Following our previous bit-vector
SMT example, by using an SMT solver supporting the bit-
vector theory, we could first check whether the problem is
satisfiable, and in that case, find a value of that makes f;, (0, 0)
= (0, 0).

Most SMT solvers supporting the bit-vector theory sup-
port the bit-vector core theory of the SMT-LIB Standard 2.0
[36]. This standard includes most of the bit-vector operations
herein considered, and the ones that are not included (e.g. Ite)
can be easily defined from the operations in the standard.
Thus, we consider here bit-vector SMT problems built from
our list of bit-vector operations, and these SMT problems can
be given to any SMT solver supporting SMT-LIB Standard 2.0,
such as Boolector or STP.

2.2 |
ciphers

Distinguishing attacks on block

A block cipher is a family of permutations {E}, para-
metrised by a key k£ € K, where E; maps n-bit plaintexts to
n-bit ciphertexts, and both Ej, and E' can be efficiently
computed. In an iterated block cipher, the encryption func-
tion E} is built as the composition of round functions, that
is, Ep = fr_q © fy_5 © ==+ © fo, where a list of round keys are
derived from a key-scheduling algorithm KS(k) = (ky, &1, ..,
k,_1) and the ith round key k; is injected in the ith round
function f;.

Informally, the security of a block cipher is argued by
showing that known attacks cannot efficiently recover the key.
Most of the powerful attacks against block ciphers contain a
distinguishing attack, where a non-random property of the
cipher is exploited to distinguish the cipher from a random
permutation. The distinguishing attack is usually followed by a
key-recovery attack, but finding the exploitable property for
the distinguishing attack is the crucial part and the focus of this
work.

The properties exploited in differential cryptanalysis are
differentials (o, f) over the encryption function Ej with high
expected differential probability. Given a differential (@, f)
over f, its differential probability is given by

#x:fxaa)vfx)=p}/2", (1)

where usually A = @ = v. The Vv operator computes the
difference of a pair of values (x, x'), and the A operator takes as
input a value x and a difference @ and outputs the value x’ such
that the pair (x, x') have difference a.

The expected differential probability p is the differential
probability averaged over the key space I,

» :‘,%'Z{x Sxaa)vf@x)=p}/2",

kek

and the complexity of differential cryptanalysis is O(1/p) [1].
Related-key differential cryptanalysis is a vatriant of differential
cryptanalysis that exploits related-key differentials (a, &, )
with high expected related-key differential probability, where
the related-key differential probability is given by

#{x : Epax(x 8 a) v Eg(x) = f}/2". (2)

We refer the reader to Ref. [37] for a formal introduction to
the notions of differential and differential probability.

Impossible-differential cryptanalysis exploits differentials
with zero differential probability for all keys, and similarly
related-key impossible-differential cryptanalysis exploits related-
key differentials with zero probability. While the complexity of
(related-key) impossible-differential cryptanalysis is roughly the
cardinality of the input space, this can be significantly reduced by
using multiple zero-probability (related-key) differentials [38].

In RX cryptanalysis, the properties exploited are RX dif-

ference pairs (Ay, A;,) with high expected RX probability, where
the RX probability over an n-bit function fis defined as [20]

So#{x: () < @f(rr) @) =2} /2"

Since an RX difference pair (@, f) is equivalent to a dif-
ferential (@, ) with {v, A} defined as
XYvx=x®(x<«l), xaa=(x<kl)®a, (3)
in this paper we will call RX difference pairs RX differentials,
and differentials with A = @ = v will be called XOR
differentials.
On the other hand, linear cryptanalysis exploit linear ap-
proximations (&, ff) over the encryption function Ej with high

expected linear probability or potential. Let Cr(a, ) be the
correlation of (a, ) over an n-bit function f defined as

Crla,p)=2x (#{x:{a,x)=(B.f(x))} / 2") -1, (4)

where (-, -) denotes the inner product. The potential p is the
linear probability (square of the correlation) averaged over the
key space K,

_ 1 2
p= |IC| ZCEk(a’ﬂ) ;

kex

and the complexity of linear cryptanalysis is O(1/p) [5]." We
refer the reader to Ref. [37, 39] for a formal introduction to the
notions of linear approximations and correlations.

]Follow»up studies of Ref. [5] (e.g., [39, 78]) provide a more accurate estimation of the
complexity of linear cryptanalysis.
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Lastly, zero-correlation cryptanalysis exploit linear ap-
proximations with zero correlation for all keys. Similar to
impossible-differential cryptanalysis, the complexity of zero-
correlation cryptanalysis is roughly the cardinality of the
plaintext space, and it can be reduced by using multiple zero-
correlation linear approximations [40].

3 | BIT-VECTOR PROPERTY
FRAMEWORK

To systematically model the search for (related-key) XOR
differentials, RX differentials and linear approximations with
bit-vector SMT problems, we will introduce the bit-vector
property framework containing the notions of bit-vector
property, bit-vector characteristic, bit-vector property model
and bit-vector characteristic model. Other frameworks unifying
block cipher cryptanalysis have also been proposed [41, 42],
but our simple framework (implemented in CASCADA) easily
models the search for exploitable properties as bit-vector
automated methods.

3.1 | Bit-vector properties and
characteristics

A (bit-vector) property over a function f is a pair of bit-
vectors (a, ) with an associated propagation probability
PPr(a,p) €[0,1] C R. In this case, we also say that the input
property a propagates to the output property f with proba-
bility PP/(a, f).

For a function f;, depending on external values & = (ky, ko,
...), non-input but unknown fixed values such as round keys, a
bit-vector property over f can include an additional bit-vector
value k so that the propagation probability depends not only
on the input and output properties (@, f) but also on the
external property K.

We consider here three types of properties” the XOR dif-
ference property, the RX difference property and the linear mask
property. A difference property (a, 8) over a function fis defined
as the bit-vector property (a, ) over [ where the propagation
probability is given by Equation (1) or by Equation (2) and
averaged over K if f contains external values &£ € K. XOR dif-
ference properties consider A = @ = v, and RX difference
properties consider A and v given by Equation (3).

A linear mask property (@, ) over fis a bit-vector property
(a, p) over f where the propagation probability is given by the
absolute value of the correlation Cr(a, f) given by Equation (4)
(averaged over K if f contains external values k € K).

While distinguishing attacks only require the global prop-
erty (a, ) and its propagation probability, computing the

“The tool CASCADA also implements a fourth property type, the value property, where
the propagation probability of the value property (a, ) over fis 1 if f = f(a) and

0 otherwise. The value property is not exploited by the distinguishing attacks herein
considered; it is implemented by CASCADA to mount straightforward SMT-based key-
recovery attacks.

propagation probability is a hard problem for complex func-
tions such as block ciphers. The main approach of dis-
tinguishing attacks is to analyse the local propagation
probabilities of the round functions, to obtain a trail of local
properties and to estimate the global propagation probability as
the product of the local propagation probabilities.

A (bit-vector) characteristic I over f=f,_j o f, 50 -0 fyis
a trail of properties (Yo, 71, - .-, Yx) Where (¥;, ¥iy1) is a bit-vector
property over f;. The bit-vectors (yo, 7,) are also called the input
and output property, respectively, of I'. The propagation
probability of I" is defined as

PPf(F) :pro(y()ayl) XPPﬁ(Yla}/Z) X oeee prﬁ_1(}/7_1,y?,),

A characteristic with XOR (resp. RX) properties is called
an XOR (RX) differential characteristic, and a characteristic
with linear mask properties is called a linear characteristic. A
related-key differential characteristic over a block cipher is a
pair of differential characteristics (FKS, FEk) with I'g defined
over the key-schedule function KS and I'g, over the encryption
function E} such that the (external) round key properties of
T'g, are set to the properties of I's.

Depending on the function and the property, the propa-
gation probability of a characteristic I' = (yo, 1, ..., ¥,) might
not accurately approximate the propagation probability of the
global property (¥o, 7,), see for example, Ref. [24]. Neverthe-
less, this approximation is widely used in the design and
cryptanalysis of block ciphers (particularly ARX ciphers) due to
the lack of other systematic approaches.

In practice, block ciphers are claimed secure against dis-
tinguishing attacks by showing that no high-probability char-
acteristics and zero-probability global properties can be found,
and most of the successful attacks against block ciphers have
exploited these objects as well. Thus, systematic methods
searching for these objects are crucial for the design and
analysis of block ciphers.

To search for high-probability characteristics and zero-
probability global properties using bit-vector SMT problems,
the propagation probabilities of characteristics and properties
need to be encoded as bit-vector constraints. To this end, we
will introduce the notions of bit-vector property model and
bit-vector characteristic model.

3.2 | Bit-vector property model

We say a property (@, f) over a function f is valid if its
propagation probability is non-zero. In this case, we define the
propagation weight of (@, ) as the negative binary logarithm
of its propagation probability, that is,

PWf(a, ﬂ) = —log2 (PPf(a, ﬁ)) .

A (bit-vector) property model of fis a set of bit-vector
constraints that models the propagation weight of properties
over f- A property model of f is given by three bit-vector
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constraints: the validity constraint, the probability-one
constraint and the weight constraint.

— The validity constraint with inputs (a, f) is True if and
only if the property (a, B) is valid.

— The probability-one constraint with inputs (a, f) is True if
and only if the propagation probability of the propetty (a, f)
is 1.

— The weight constraint with inputs (w, @, #) is True if and
only if the bit-vector w is equal to the propagation weight of

the property (a, ).

The weight constraint is only defined for inputs (a, ) with
non-zero propagation probability; the truth value of the weight
constraint for invalid (@, f) does not matter. While the
probability-one constraint is equivalent to the logical AND of
the validity constraint and the weight constraint with input
w = 0, for many functions it is possible to specifically model
the probability-one constraint with a simpler formula rather
than with the combination of the wvalidity and weight
constraint.

In bit-vector SMT problems, the multiplication [X] is more
expensive than the addition 4. To avoid modelling the propa-
gation probability of gof as the multiplication of the local
probabilities of fand g, a property model includes the weight
constraint rather than a probability constraint (a constraint with
inputs (p, a, p) being True if p is equal to the propagation
probability of (@, ). Thus, the propagation weight of g © fcan be
efficiently modelled as the sum of the local propagation weights
of fand g.

By default, the 7,,-bit input w of the weight constraint is
interpreted as the non-negative integer w[0] + 2w[1]
+++r + 2% lp[n,, — 1]. However, since the propagation
weight can be a non-integer value for some properties and
functions, we consider weight constraints where the input w is
interpreted as the rational value 277(w[0] + 2w[1]+
«+ + 2% lgy[n,, — 1)) for a given fixed number £ of fractional
bits. Moreover, we also consider weight constraints that are
True if and only if |w — PWy(a, f)| < € for a fixed error
bound e.

A property model with respect to the XOR difference, RX
difference or linear mask property is called an XOR differen-
tial, RX differential or linear model, respectively. To the best of
our knowledge, the models for these properties published this
far are the following:

— XOR differential models. Given a @-linear bit-vector
function f, an XOR differential model of f is given by
the validity and probability-one constraint # = fla) and the
weight constraint w = 0. XOR differential models of the
modular addition f (x, x") = x H x’ were implicitly ob-
tained in Refs. [43, 44], and an XOR differential model of
the modular addition with a constant [H.(x) = x FH ¢ was
proposed in Refs. [29]. For the round function of the
block cipher Simon [45], f;5.(%) = (x <K€ 2) A (x <& b) A
(x < ¢), an XOR differential model was obtained in Ref.
[23].

- RX diﬁrerential models. Given a @-linear bit-vector
function f that commutes with <&, an RX differential
model of f is given by the validity and probability-one
constraint f = f{a) and the weight constraint @ = 0. An
RX differential model of the modular addition was pro-
posed in Ref. [4] and an RX differential of the Simon
round function, in Ref. [20].

— Linear models. For a @-linear function f given by the binary
matrix M, a linear model of f'is given by the validity and
probability-one constraint @ = M(f) and the weight
constraint w = 0. Linear models of the modular addition were
implicitly obtained in Ref. [13, 44|, and a linear model of the
Simon round function was proposed in Ref. [23].

For a bit-vector function f with small input and output
bitsize, one can store the propagation weights of all properties
(@, f) in a table and derive the property model of f from this
table. This approach has been originally used for XOR dif-
ferential models [14, 19, 24, 46], and it can easily be generalised
for any bit-vector property.

Given a function with no efficient property model, one can
also model with simple and efficient constraints a simplified
variant of its propagation probability, where the truth value of
the simple constraints is not accurate for some inputs (a, f).
We consider here two types of simplified models: weak and
branch-based models.

A weak model simplifies the propagation probability by
considering only four possible propagation probabilities
depending on whether a or f§ ate zero ot non-zero. A branch-
based model is similar to a weak model but with the additional
rule that a non-zero property (a, f) is considered invalid if the
number of non-zero words in a and f is strictly lower than a
given fixed number B. Usually, B is chosen as the branch
number of f, that is, the minimum number of active words
among all non-zero properties over /- These simplified models
were originally used in Ref. [8] for the XOR difference and the
linear mask properties, where weak models were used for the
S-boxes and branch-based models were used for the linear
layers.

3.3 | Bit-vector characteristic model

We say a characteristic I' = (yo, ¥1, ---, ¥,) of a function f=f,_; ©
50« o f is valid if the propagation probability of T" is non-
zero, and in this case, we define the propagation weight of I" as

PWy(T) = ~log, (PP (T)) = PW,(ve,71) + -
+PW]§,1 (7/7—1 ) yr) .

A (bit-vector) characteristic model of f=f,_1 0 f,_5 0+ o fis
a set of bit-vector constraints that models the propagation
weight of characteristics over f=f,_y © f,_50 -+ o fo. A charac-
teristic model is given by three bit-vector constraints: the validity
constraint, the probability-one constraint and the weight
constraint.
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— The validity constraint with inputs (yo, ¥1, .., ¥) is True if
and only if the characteristic I' = (yq, 71..., ¥») is valid.

— The probability-one constraint with inputs (yo, 71, ..., ¥) is
True if and only if the propagation probability of the
characteristic I' = (yo, ¥1..., ¥») 1s 1.

— The weight constraint with inputs (w, ¥, 11, ..., ¥») 1s True
if and only if the bit-vector w is equal to the propagation
weight of the valid characteristic I' = (¥, 71..., ¥»)-

Given property models of the functions fp, /i, ... and f,_1,
the constraints of the characteristic model are obtained as
follows. Let VC; POC; and WC; denote the wvalidity,
probability-one and weight constraint, respectively, of the
property model of ﬁ Then, the constraints VC, POC and WC
of the characteristic model are given by

VC(J/(Ja "'77/7) = VCU (}/07}/1) Ao A VCV—1 (yr—b}/‘r)
POC(yO, ...,y,) = POC, (yo,yl) A ... NPOC,_, (77—1a7r)

W/C(w, Y05 ...7;/,) =3wy, ..., w1 : (w=w H - Hw,—1)A
WCO (’Z(’)o, 70 7/1) A AWCT—l(wﬁ Yr—1> 7/7)

Moteovet, £ = max (£, ..., £r—1) is the number of frac-
tional bits and € = €y + -+ + €,_1 is the error bound of WC,
where ; is the number of fractional bits and €; the error
bound of WC;. Note also that the bitsize of the weight vari-
ables in WC might need to be increased (by left concatenating
with zeros) to avoid overflows in w = w, [H--- H w,_;.

4 | BIT-VECTOR AUTOMATED
METHODS

In this section, we describe several systematic and automated
methods to search for high-probability characteristics and
zero-probability global properties by solving a sequence of bit-
vector SMT problems. Our methods generalise the SMT-based
search for differential characteristics of ARX ciphers by Mouha
and Preneel [7], the automated search for impossible differ-
entials of ciphers with small S-boxes by Sasaki and Todo [15],
and the SMT-based miss-in-the-middle search for related-key
impossible differentials of ARX ciphers by Azimi et al. [30].
Moreover, we propose a new automated method to search for
zero-probability global properties based of quantified bit-
vector SMT problems.

These systematic methods can be applied for an arbitrary
bit-vector property. In particular, for the properties previously
defined (XOR difference, RX difference and linear mask
properties), these systematic methods can be used to mount
the following cipher attacks (related-key) differential, RX
(related-key) impossible-differential, impossible-RX, linear and
zero-correlation cryptanalysis.

While we focus here on block ciphers, it is worth
mentioning that these systematic methods can also be used to
search for exploitable properties over other cryptographic
primitives, as some of these distinguishing attacks have a

counterpart for Message Authentication Code (MAC) algo-
rithms or hash functions [1].

4.1 | Search for low-weight characteristics

In this section we describe an automated method to search for
low-weight characteristics for an arbitrary bit-vector property
by solving a sequence of bit-vector SMT problems. This
method generalises the SMT-based method to search for dif-
ferential characteristic of ARX ciphers by Ref. [7].

Let (VC, POC, WC) be the constraints of a characteristic
model of a function f = f,_; © f,_, o - o f. Finding a char-
acteristic with integer weight w can be done by solving the bit-
vector SMT problem with a bit-vector SMT solver

370,}’17 "'7y77w7w/ :
VC(%,}Q, --.77/7)

Wc(w/a YosV1s--os yr)
w = Truncate(w', )

(5)

where Truncate (w/, £) ignores the £ least significant bits by
extracting the 7, — ¢ most significant bits.

To search for a characteristic with the lowest integer weight,
the previous subroutine is simply repeated starting with integer
weight w = 0 and incrementing the integer weight if the current
SMT problem is unsatisfiable. If the error bound € of the chat-
acteristic model is zero, the first satisfiable problem leads to an
optimal characteristic, in the sense that there are no character-
istics with integer weight strictly smaller, and the search finishes.

Otherwise, let @ be the integer weight of the first char-
acteristic obtained. The search finishes after all characteristics
with integer weights in the interval [@, @ + €] are obtained,
and the one with the lowest weight (an optimal characteristic)
is returned. Note that given a characteristic I" = (y),7},
...,y/r) with integer weight w, obtaining another characteristic
with integer weight w can be done by solving the SMT
problem given by Equation (5) with the additional constraint

(70 #yé) \ (71 75)/'1) V...V (y, #y'r), and this can be
repeated to obtain all characteristics with integer weight w.

In practice, the search can be speeded up by first searching
for an optimal characteristic I'y over the simple function fo and
then using the integer weight of Iy as the starting weight of
the search over f; © fo; this process is iteratively repeated until
J=frm1°fr_z0 =+ © fo. This iterative process exploits the fact
that if all SMT problems for f; © f;_1° ++- © f; and for integer
weights {0, 1, ..., w} wete found unsatisfiable, then all SMT
problems for f;,1 © fio fiq -

.., w} are also unsatisfiable, as the characteristic weight is

° fo and for integer weights {0, 1,

defined as the sum of the non-negative local propagation
weights.

This automated method can be used to search for differ-
ential or linear characteristics of a block cipher simply by
setting f as the encryption function Ey. Related-key differential
characteristics can also be searched simply by extending
Equation (5) for a pair of characteristic models (FKS, FEk) and
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constraining the sum of the propagation weight of I'kg and the
propagation weight of I'g, to the target integer weight w.
Moreover, additional constraints can be added to the SMT
problems. For example, the constraint ¥y # 0 # 7, can be added
to exclude trivial characteristics, or the probability-one
constraint of KS can be used (rather than the weight
constraint) to search for related-key differential characteristics
with key-schedule zero weight faster.

For some properties such as the difference properties, the
propagation probability of a global property (a, f) can be
estimated by summing the propagation probabilities of all
characteristics with input property @ and output property f. In
this case, the probability of (a, f) can be estimated with this
automated method by adding additional constraints fixing the
input and output property of the characteristic and searching
for all characteristics.

4.2 | Search for invalid properties

In this section, we explain how to search for zero-probability
global properties by describing three bit-vector SMT-based
methods: (1) the brute-force method generalises the auto-
mated search for impossible differentials of ciphers with small
S-boxes by Ref. [15], (2) the miss-in-the-middle method gen-
eralises the search for related-key impossible differentials of
ARX ciphers by Ref. [30], and (3) the quantified method is a
new automated method based of quantified bit-vector SMT
problems.

421 | Brute-force method

Let VC be the validity constraint of a characteristic model of a
function f=f,_; © f,_ 50« o fi, and let (a, ) be a property of f
for some bit-vector constants a and f. The brute-force and
miss-in-the-middle methods are based on the fact that if the
bit-vector SMT problem

o, V1s s Ve 2 VE(ros 71s s v) Ala=70) A (B=7,)

(6)

is unsatisfiable, then (@, f) has zero propagation probability.
The difference between these two methods is the choice of the
properties (a, f). The brute-force method simply chooses a
subset of properties with many zero bits and checks whether
the SMT problem given by Equation (6) is unsatisfiable for
each property. This choice is due to the fact that for some
functions most of the impossible differentials found this far
have many zero bits [15].

422 | Miss-in-the-middle method

The idea of the miss-in-the-middle technique [3, 47] is to find
an impossible differential built from two probability-one

characteristics I'y and I',, where the characteristic I'y (resp.
I';) covers the first (resp. second) half of cipher, such that the
output difference & of I'y does not match the input difference
B of I'; in the middle of the cipher. For simplicity, our auto-
mated miss-in-the-middle method is explained for f=f5© f; ©
Jo; the generalisation for 7 > 3 is straightforward.

Let VCi(y;, vi41) and POC(y;, 7it1) be the validity and
probability-one constraints, respectively, of the characteristic
model of f; First, a pair of probability-one characteristics (I'y,
Ty) of fy and f5 is found by solving the bit-vector SMT
problem

0, 71,72:73 : POCo(10,71) APOCa(15,75).  (7)

Let (&, a) be the input and output properties of 'y and
(B, B), the input and output properties of I',. Then, a similar
problem to Equation (6) is built for the property (a, ) of fi.
If the problem is unsatisfiable (@, ) is a zero-probability
property of fi, and by construction (@, ) is a zero-
probability property of f. Otherwise, this process is repeated
by finding another pair of probability-one characteristics of f
and f5.

As the brute-force method, the miss-in-the-middle method
is based on the unsatisfiability of SMT problems in the form of
Equation (6), but where the propetties (@, ff) ate chosen as the
outputs and inputs of probability-one characteristics covering
the initial and last part of the cipher, respectively.

423 | Quantified method

As opposed to the brute-force and the miss-in-the-middle
methods, the quantified method is based on solving a satisfi-
able bit-vector SMT problem that combines existential and
for-all quantifiers. Given the validity constraint VC of a char-
acteristic model off = f_l °© f,_p 0 «n 0 ﬁ), consider the
quantified bit-vector SMT problemFalse

Y0, Vs V715 V2w s Vrey VC(yO,yl,...,y,) =TFalse. (8)

If satisfiable, a solution of this problem is an assignment of
the variables (yq, ¥,) such that the characteristic I = (¥, 71, .-,
7») is invalid for all intermediate properties (1, Y2, --., ¥r—1). In
other words, a solution of this problem is a property (¥, 7,) of f
with zero propagation probability.

Thus, zero-probability properties of f can be obtained by
solving the problem given by Equation (8) with an SMT solver
supporting quantified bit-vector formulas such as Boolector or
73 148, 49].

Although quantifier-free problems, used by the brute-force
and miss-in-the-middle methods, can be solved much faster
than quantified problems, any zero-probability property found
by the brute-force or the miss-in-the-middle method can be
found by the quantified method, and the latter method can
find zero-probability properties unreachable by the brute-force
and miss-in-the-middle methods.
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These three automated methods can be used to search for
impossible differentials or zero-correlation linear approxima-
tions of a block cipher simply by setting f as the encryption
function Ej. Related-key impossible differentials can also be
searched with these three automated methods simply by
extending the SMT problems given by Equations (6) to (8) to
related-key differential characteristics.

Note that these three methods are sound but not complete
methods; any property found by these methods has zero
propagation probability, but some zero-probability properties
might not be found by these methods. In other words, if the
SMT problem given by Equation (6) is unsatisfiable, then (a, )
has zero propagation probability, but the other way around
does not hold in general (and similarly for the SMT problem
given by Equation (8)). In the single-key setting, these methods
are complete if assuming that the round keys are independent,
chosen uniformly at random, and XORed to the whole state
before each non-linear operation [15].

5 | THE TOOL CASCADA

In this section, we describe the tool CASCADA [31], an open-
source Python library that implements the bit-vector property
framework described in Section 3 and the bit-vector automated
methods described in Section 4.

The tool CASCADA is based on ArxPy [22], a tool used to
search for differential characteristics and impossible differen-
tials of ARX ciphers. However, while ArxPy restricts to
(related-key) differential, RX, and (related-key) impossible-
differential cryptanalysis, CASCADA implements the bit-
vector property framework, new automated methods, and
many new functionalities and improvements.

In particular, CASCADA implements the XOR difference,
RX difference and linear mask, and new bit-vector properties
can be easily added. Moreover, CASCADA implements the
XOR differential, RX differential and linear models of many
bit-vector operations, and it implements the weak and branch-
based models and the property model based on weight tables”.
As a result, CASCADA can search for (related-key) XOR dif-
ferential, RX differential, and linear characteristics, and
CASCADA can also search for (related-key) XOR impossible
differentials, RX impossible differentials and zero-correlation
linear approximations.

Compared to ArxPy, the cipher interface in CASCADA
has been improved to support not only ARX ciphers but also
other ciphers and primitives, and the documentation has been
extended so that each Python function and class contains a
detailed docstring with usage examples as doctests. On top of
that, CASCADA includes a complete test suite for each func-
tionality, and many unit tests follow the property-based testing
technique [50] to test programme properties on random inputs.

"For example, for ciphers with S-boxes, CASCADA can find the minimum number of
active S-boxes by using the weak model for the S-boxes but can also find full
characteristics by using the model based on weight tables for the S-boxes.

The user workflow to run one of the automated search
methods with CASCADA for a given primitive is the following.
First, the user implements the primitive following the interface
provided by CASCADA,; the user can also choose one of the
many primitives already implemented. Then, if the property
model of an operation of the primitive is not provided by
CASCADA, the user can either implement the property model
or simply use a weak, branch-based or table-based model.
Finally, the user chooses the search method and its parameters
(e.g. the bit-vector property, the SMT solver, additional con-
straints etc.), and starts the search.

In the search, CASCADA generates the characteristic model
from the Python implementation of the primitive, encodes the
SMT problems, and solves the SMT problems by querying an
external SMT solver. These steps, depicted in Figure 1, are
performed by CASCADA internally. Thus, using CASCADA
does not require any knowledge about SMT problems or SMT
solvers as this is automatically handled by CASCADA. Note
that the running time of the search is dominated by the time
the SMT solver takes to solve the SMT problems, and the steps
performed by CASCADA introduce negligible overhead.

The library CASCADA has a modular and loose-coupling
design split in several modules, namely the bit-vector mod-
ule, the primitive module, the property modules and the SMT
module so that each module can be used and extended inde-
pendently. The rest of this section explains a high-level over-
view of the implementation and functionality of each module,
and a full description of each module can be found in the
documentation of CASCADA.

5.1 | Bit-vector module

The bit-vector module handles the creation, evaluation, sym-
bolic manipulation and representation of bit-vector expres-
sions and functions. To this end, it provides data types to
create bit-vector constants, variables, operations, expressions
and functions; it relies on SymPy [51] (an open-source Python
library for symbolic computation) for the bit-vector symbolic
manipulation, and it provides several representations of the bit-
vector data types including an executable string representation,
a C code representation or a DOT (a graph description lan-
guage) representation.

To create bit-vector expressions, the bit-vector operations
described in Section 2.1, which are also the bit-vector opera-
tions supported by the SMT-LIB Standard 2.0 [36], are
implemented in the bit-vector module and called the primary
operations. This module also implements other bit-vector
operations such as the bit-wise majority, the bit-wise condi-
tional, the bit-reversal or the hamming weight, and it supports
bit-vector operations given by look-up tables or binary
matrices. All non-primary operations are implemented as bit-
vector expressions of primary operations so that they can be
easily represented in bit-vector SMT problems; the hamming
weight and bit-reversal are efficiently implemented as bit-
vector expressions by using a divide-and-conquer approach
from Ref. [52].
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FIGURE 1 Main steps performed by
primitive cryptographic algorithms for distinguishing attacks
implementation (CASCADR) in an automated search method
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The bit-vector module also provides several context
managers to modify the creation, evaluation and manipulation
of bit-vector expressions. For example, the simplification
context controls whether to simplify expressions by applying
Boolean algebra rules, and the memoisation context is a space-
time trade-off also known as tabling where intermediate results
are stored in a table so that they can be retrieved when the
same inputs occur again.

Inspired by the representation of mathematical functions in
SymPy, the bit-vector module provides a similar interface to
represent bit-vector functions with or without external values;
round-based functions are also supported and even non-bit-
vector functions by using undefined bit-vector operations. A
bit-vector function can be converted into a (bit-vector) Static
Single Assignment (SSA) [53] object, that is, a list of assign-
ments where each instruction is a bit-vector operation and
each variable is assigned exactly once and defined before used.
The bit-vector module also implements decomposing an SSA
object of a round-based function into the SSA objects of its
rounds, representing the graph of an SSA object in the DOT
language and translating, compiling and evaluating an SSA
object into a C executable.

It is worth mentioning that the bit-vector module does not
depend on other modules of CASCADA, and thus it can be
used independently in applications requiring the symbolic
manipulation of bit-vector expressions or functions.

5.2 | Primitive module
The primitive module provides data types to represent
encryption functions and block ciphers. While key-schedule
functions can be implemented directly as bit-vector func-
tions, the encryption function type specifies a bit-vector
function and a list of round keys, and the block cipher type
specifies a key-schedule function and an encryption function.
The primitive module implements many cryptographic
primitives, namely AES [54], a masked AES [55], CHAM [50],
Chaskey [57], FEAL [58], HIGHT [59], LEA [60], MULTI2
[61], w-cipher [62], SHACAL-1 [63], SHACAL-2 [64], Simeck

SMT solver

[65], Simon [45], Speck [45], SKINNY [66], TEA [67], and
XTEA [68].

5.3 | Property modules

The property modules of CASCADA consist of the abstract
property module, providing the interface to implement bit-
vector properties, and the differential and linear modules,
which instantiate the abstract property module for the dif-
ference and linear mask properties, respectively.* Most of the
logic and functionality is implemented in the abstract prop-
erty module so that new bit-vector properties can be easily
added.

The abstract property module provides the data types to
represent bit-vector properties, property models, characteris-
tics and characteristic models. In particular, it implements the
weak model, the branch-based model, and the property
model based on weight tables, and it provides three charac-
teristic data types to represent (1) characteristics over bit-
vector functions, (2) characteristics over encryption func-
tions, and (3) pairs of characteristics over key-schedule and
encryption functions.

The abstract property module also implements the gener-
ation of characteristic models, the decomposition of charac-
teristics and characteristic models of round-based functions,
the DOT representation of characteristics and characteristic
models and the computation of empirical weights.

Given a characteristic I' = (yo, 71, ---, ¥»—1) Of a bit-vector
function f, the empirical weight is defined in CASCADA as an
estimation of the propagation weight of (yo, y,—1) computed by
evaluating [ for many inputs satisfying yo. Since for some
properties the number of inputs required to obtain a mean-
ingful estimation is exponential in the propagation weight of
the characteristic, the computation of the empirical weight
automatically splits a high-weight characteristic into low-weight

*An additional property module, the algebraic module, is also implemented in CASCADA
instantiating the abstract property module for another bit-vector property, the value
property.
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characteristics and evaluates f by translating and compiling the
SSA of f'to a C executable.

The differential module instantiates the abstract property
module for the XOR difference and RX difference properties.
It implements the XOR and RX trivial models of many @-
linear and propagation-deterministic operations, that is, opet-
ations that propagate an input property to a unique output
property with probability one.

For the XOR difference property, the differential module
implements the non-trivial models of the following opera-
tions: the unary operators [H.(x) = x  cand H.(x) = x H ¢,
the binary operators A, V, B, H, and the ternary operators
bit-wise majority, bit-wise conditional and the Simon round
function fd’b,c. We implemented the models of HH., B and fﬂ’b,c
from previous work [23, 29, 43|, we derived the models for
H. and H from the models of the modular addition by using
the identity =(x & y) = —x H y [52], and we derived the
models of the bit-wise operations (A, V, bit-wise majority and
bit-wise conditional) by extrapolating the constraints for 1-bit
inputs.

For the RX difference property, the differential module
implements  the models of the unary
operators K (x) = x < ¢ and >,(x) = x > c, the binary
operators A, V, B, B, and the ternary operators bit-wise
majority, bit-wise conditional and the Simon round function
Jabe- The models of <, and 3>, were based on the rotational
analysis from Ref. [69], and the model of H was detived from
the model of ] [4] and the identity =(x H y) = —x H y. The
rest of the models are derived from their XOR models since an
XOR model of a function f commuting with <& is also an RX
model of f.

The linear module instantiates the abstract property
module for the linear mask property. Apart from the trivial

non-trivial

models of @-linear and propagation-deterministic operations,
it implements the non-trivial models of [ [44], H (from the
model and the identity ~(x H y) = -x [ y), and of A and V by
extrapolating the constraints for 1-bit inputs.

The generation of linear characteristic models automati-
cally handles the branches in SSA objects. An input linear
mask @ can propagate through a branch x+(x, x) to multiple
output masks (i.e. to any output mask (B, f;) such that a @
Bo ® B = 0), and branches are automatically detected and
handled whenever a variable x is used multiple times in an
SSA object.

For any property, the generation of a characteristic model
of a bit-vector function f in CASCADA is performed as
described in Section 3.3, where the property models of the bit-
vector operations in the SSA of f are used to build the con-
straints of the characteristic model. Thus, characteristic models
can be directly generated for any function f composed of bit-
vector operations with property models implemented in
CASCADA. For functions including operations without models
in CASCADA, one can fully implement their models (if their
property models are known) or use weak, branch-based or
table-based models, which can be easily obtained for any
function in CASCADA.

54 | SMT module

The SMT module implements the automated methods
described in Section 4. To solve the underlying SMT problems,
the SMT module relies on PySMT [70], an open-source Python
API for SMT solvers. As a result, the SMT module supports
any of the bit-vector SMT solvers natively supported by
PySMT (i.e. Boolector, CVC4 [71], MathSAT [72], Z3, and
Yices [73]), and it can also use other solvers through the
interface of PySMT.

Apart from the choice of the bit-vector SMT solver, many
options in the automated methods implemented in the SMT
module can be configured, including the type of constraints
(e.g. validity and weight constraints or only probability-one
constraints), additional constraints, the verbose level, or
whether to filter characteristics using the empirical weight. If
this last option is enabled, after a characteristic is obtained as a
solution of an SMT problem, the empirical weight of the
characteristic is computed, and characteristics with large
approximation errors between their propagation weights and
their empirical weights are discarded.

Most of the automated methods of Section 4 require
solving a sequence of SMT problems built incrementally from
a base SMT problem. For example, this occurs when multiple
solutions are required from an SMT problem, or in the search
for characteristics of round-based functions. This type of in-
cremental queries are common to SMT solvers, and many of
them support an incremental mode [10], where computations
from previous problems are reused to solve the next query.
The SMT module implements this type of sequences of SMT
problems as incremental queries, leveraging the incrementality
feature of SMT solvers.

As in the other modules, we implemented an extensive
suite of tests in the SMT module. In particular, we tested the
search for low-weight characteristics in the primitives imple-
mented in CASCADA by revisiting the following previous
work, listing the weights of optimal characteristics covering
small number of rounds. This includes XOR differential and
linear characteristics of AES [8], XOR differential and linear
characteristics of CHAM, [18], linear charactetistics of Chaskey
[13], XOR differential and linear characteristics of HIGHT
[16], XOR [23], related-key XOR [17], and RX [20], differential
characteristics of Simeck, XOR [74], related-key XOR [20], and
RX [17], differential characteristics of Simon, XOR differential
and linear characteristics of SKINNY [66], and XOR differ-
ential [75], and linear [13] characteristics of Speck.

6 | CONCLUSION AND FUTURE WORK

In this work, we presented the tool CASCADA, and we
described the bit-vector property framework and the auto-
mated methods implemented in CASCADA, including the new
automated method based on quantified problems. Moreover,
we provided a high-level overview of the functionality and
implementation of the modules in CASCADA. This overview is
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not exhaustive and a complete description of the functionality
and features of CASCADA can be found in its documentation.

The tool CASCADA not only aims to facilitate designers
and cryptanalysts the security evaluation of cryptographic
primitives but also to assist further research in automated
methods. For example, no property models have been
researched for many operations, such as a linear model of the
modular addition by a constant x—x H ¢ or a differential
model of the rotation by a variable (x, y)—x << y, and if new
models are researched, they can be easily implemented and
tested in CASCADA. Similatly, no bit-vector automated
method has been proposed for several distinguishing attacks,
such as truncated differential [76] or linear cryptanalysis in the
related-key setting [77], and new bit-vector properties can also
be easily implemented and tested in CASCADA.
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