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Abstract—This paper considers the problem of radar sensing
by using a large number of antennas. We use the orthogonal
frequency division multiplexing (OFDM) waveform, and show
that the large arrays used in massive multiple-input multiple-
output (MIMO) communications enable accurate localization in
the array near-field, even at the narrow bandwidths typically
encountered at low carrier frequencies. We validate our findings
experimentally with a massive MIMO testbed operating at 3.5
GHz carrier frequency and 18 MHz OFDM bandwidth in an
indoor environment. We consider a single moving cylinder, and
demonstrate a median accuracy of (3.4, 5.6) cm in (x, y) in
the near-field. We show that the accuracy is maintained with
only a single subcarrier, and that the resolution increases with
an order of magnitude when combining all antennas, effectively
surpassing the 16.67 m bistatic range resolution set by the OFDM
waveform. We use a radar symbol duration of 71.88 µs at an
effective transmission period of 2.5 ms, which indicates that the
radar and communication systems can be implemented in time-
division with a capacity loss of only 2.9%. Our results suggest
that near-field radar sensing can be integrated into future massive
MIMO systems operating at low carrier frequencies and narrow
bandwidths.

Index Terms—Joint radar and communications, massive
MIMO, near-field localization, experimental results.

I. INTRODUCTION

As wireless communication systems are experiencing dra-
matic improvements in processing capabilities and bandwidths
[1]–[4], it has been observed that the hardware is showing
an increasing resemblance to that of modern radar systems.
Combined with the increasing amount of allocated spectral
resources, operating a radar system by reusing the same
hardware has started to become feasible. This has attracted
a considerable amount of interest under the umbrella of joint
radar (or sensing) and communications, and recent works cov-
ering the topic are extensive, with several review papers being
published only in the last few years [5]–[15]. Signal processing
aspects are considered in [5], automotive applications in [6]–
[8], mobile systems in [9], [10], and spectrum management
and dual function systems in [11]–[15].

A recent technology is massive MIMO communications,
which enjoys the advantages of increased power and spectral
efficiencies by employing a large number of antennas at the
base-station [16]. It is currently considered as a corner-stone
in wireless technology, and has recently been introduced in
the fifth generation of wireless communication standards [1],
[17], while also serving as a strong candidate for supporting
the massive connectivity in future industrial internet of things
networks [18], [19].

In [17], the idea of using the same massive MIMO hardware
for radar sensing was suggested, where it is envisioned that a
further cross-fertilization between radar and communications

theory will stimulate new and interesting progress in the
respective fields. While these ideas are not strictly new in
the context of MIMO systems (see e.g., [20]), the scale in
the number of antennas appears to not have been previously
considered in great detail. In [21], it is shown that for a
sufficiently large number of antennas at the base station, a
given detection performance can always be satisfied regardless
of the interference statistics when using robust Wald-type
detection, demonstrating the favorable interference rejection
capabilities in massive MIMO radar systems.

In the context of communication-centric hardware reuse,
most demonstrations have been carried out with a rather
limited number of antennas. In the works [22]–[25], the 5G-
NR waveform is utilized for simultaneous radar sensing. Self-
interference cancellation schemes are considered in [22] in
order to enable full-duplex operation in a 2.4 GHz transceiver,
demonstrating simultaneous range-Doppler imaging during
downlink transmission. In [23], a similar system is demon-
strated at the 28 GHz band, using a single transmitter and
receiver with mechanical scanning to map the environment. In
[24], full-duplex transceivers are further highlighted as being
key in enabling simultaneous radar sensing, demonstrating the
functionalities in the 2.4 GHz and 28 GHz frequency bands,
with the latter system also using mechanical steering to enable
angular discrimination. In [25], a millimeter-wave setup is
considered, wherein the radar and communication systems
are jointly realized through time division multiplexing, where
the main focus is enabling efficient scheduling schemes that
jointly optimize the respective performances. The proposed
system is validated using a 28 GHz communication system
with a 64 antenna phased array, demonstrating both accurate
ranging and high data rates. Furthermore, in [26], a 71-76
GHz transceiver with a fully digital waveform is demonstrated,
using a single transmitter and receiver, where a competitive
performance is obtained when compared with dedicated a 77
GHz radar module. Similar to [23], [24], angular discrim-
ination was made available mechanically, by mounting the
transmitter on a slider using a stepping motor.

While these recent works enable communications and radar
sensing in the same device, experimental setups with massive
MIMO arrays appear to yet be missing in the literature. To that
end, and in contrast to previous works, we have in this paper
reconfigured a massive MIMO testbed operating at the sub-
6 GHz frequency bands for the purposes of radar sensing in
an indoor environment, demonstrating accurate localization in
the near-field of the antenna array, while using only a modest
amount of time-frequency resources. The system employs the
OFDM waveform, and the processing is done through the
channel state information (CSI). Since our work is not only
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Figure 1: A scenario consisting of a dense and distributed
system of antennas, used for both communications and radar
sensing. This paper considers the radar functionality.

limited to co-located arrays, but also distributed arrays, we
refer to a specific antenna synonymously as an access point
(AP).

The scenario envisioned is motivated by recent works in
distributed (or cell-free) massive MIMO communication sys-
tems [27], [28], consisting of a large number of spatially
distributed APs. In the considered setup, we envision the
simplest possible implementation of the radar functionality
using time division duplexing with the primary communication
system, and thereby circumventing the need for advanced joint
transmission and co-processing schemes [29]. As shown in
this paper, the incurred loss on the communication system is
only nominal thanks to the short range scenario considered.
Furthermore, we do not assume full-duplex transceivers as in
e.g., [24], although it is advantageous whenever accessible (the
models used can handle either case). Hence, at any given
time instance, the APs are divided into sets of dedicated
transmitters and receivers, as handled by a joint-radar and
communications scheduler. It is assumed that the respective
radar transmitters are orthogonal by some multiplexing (in e.g.,
time or frequency), so that the corresponding backscattered
echoes can be isolated at the receivers. Since the APs are
assumed to share the same fronthaul, the receivers know the
transmitted data, and can hence use the waveform to extract
information about the scattering environment. In the case of
OFDM, this can be conveyed through the CSI, which is
obtained after conventional demodulation and data removal
[30], [31]. The benefit of this approach (over conventional
radar correlation processing) is that the information extraction
is compliant with existing OFDM standards, which implies
that the signal processing blocks can be shared. Once the CSI
is extracted, the system can be considered as an exclusive
radar system, wherein conventional single-input single-output
(SISO) radar processing can be carried out for any pair of
transmitters and receivers, followed by a signal combining of
all transmit-receive channels.

In contrast to traditional single-antenna systems (or small
arrays), we recognize the task of combining the output of
hundreds to thousands of spatially distributed antennas as the
main challenge, but also the big opportunity of leveraging
massive MIMO systems for radar applications. The challenges
stem in the computational demands required for real-time
processing, the possibly distributed nature of the antennas and
hence the requirement to synchronize and calibrate the system,

acquiring knowledge of the exact antenna locations, as well
as properly scheduling the transmitters and receivers in order
to strike a good balance between communications and radar
performance. In order to limit the scope of this paper, we focus
on the signal combining aspects.

Signal processing in multi-antenna systems has been studied
for years in the radar community (see e.g., [20], [32], [33] for
the distributed case, and [34]–[37] for the co-located case),
where it is well known that spatially distributed arrays with
large apertures provide high spatial resolution when processed
coherently [32], [38]. However, we recognize some additional
challenges inherent to the considered scheme, such as the
scatterers residing in the near-field, being spatially extended,
partially occluded and non-isotropic, as well as violating the
typically imposed signal and array narrowband assumptions
(for the latter, see e.g., [39]). All things considered, we find
all these aspects difficult to model reliably, which motivates
the use of real-world sensor data.

Compared to previous works in joint radar and communica-
tions, our focus is on near-field high resolution detection using
a large number of antennas. Our contributions are as follows:

• We provide a signal model and a set of matched filter
approximations for the considered OFDM MIMO system.
The Cramér-Rao lower bound and the coherent ambiguity
function is used to assess the system performance. We
provide a system analysis, and a description of the data
processing and system calibration methods used.

• We study the specific case of our massive MIMO hard-
ware setup, and show numerically that sensing is enabled
in the near-field. Our analysis reveals that a high degree
of spatial resolution can be attained in the near-field of
the array, even when the system operates with very low
bandwidth. This is obtained when processing the MIMO
channels coherently, and is made possible by the diversity
in look-angles from the widely distributed antennas.

• We demonstrate a case of massive MIMO communica-
tions hardware re-use for the purposes of radar sensing.
To the best of our knowledge, this has not been previously
demonstrated.

• For a single moving cylinder that is located in the near-
field of the array, we show that the resolution increases
with over an order of magnitude when combining all
of the transmit-receive channels, effectively surpassing
the 16.67 m bistatic range resolution set by the 18 MHz
OFDM bandwidth.

• In the considered scenario, we show that practically
no bandwidth is required for localization as all of the
performance gains can be attributed to the dense and
spatially distributed array.

Our observations are well suited within the framework of mas-
sive MIMO communications, and are consistent with recent
findings in wireless positioning, where it has been shown that
the need for large signal bandwidths can be circumvented by
processing a set of spatially distributed antennas coherently
[40]. The results indicate that the massive MIMO paradigm
may provide an opportunity for simultaneous radar sensing
in the near-field, despite the narrow bandwidths typically
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encountered at low carrier frequencies.
We structure this paper as follows. First, the signal model

is presented, along with the system and signal assumptions
made. The associated signal processing is then presented,
where a set of matched filter approximations are introduced
for processing the received data, along with some common
radar performance metrics. The testbed is then presented in
Section IV, and a numerical evaluation is provided in Section
V. The experimental results are presented in Section VI.

II. SIGNAL MODEL

The scenario considered is illustrated in Fig 1, which
considers a dense and distributed system of antennas, used
for both communications and sensing. The system is operated
with a shared fronthaul, where some antennas are allocated for
transmission, and some for reception using a joint-radar and
communications scheduler. The transmitters and receivers are
denoted by the indices m = 1 . . .M and n = 1 . . . N , and are
located at the positions (xm, ym) and (xn, yn).

We assume that the transmitters and receivers operate in the
same frequency band, with entirely digital architectures, and
assume that the motion of any scatterer can be approximated
as being linear over the observation period (the linearity
assumption allows us to exclude high-order acceleration terms
in the subsequent processing). No assumptions are made on
the antenna positions, which in turn may be configured to
have arbitrary geometries. Similarly, the scatterers may be in
the near-field. The OFDM waveform is used, and the CSI
is extracted after a cyclic prefix removal, followed by a fast
Fourier transform which maps the signal into the frequency
domain over the k = 1 . . .K subcarriers (spaced at ∆f Hz),
and a data symbol removal (see e.g., [31] for details). The
cyclic prefix implies no intersymbol interference, and the data
is assumed known.

Since multiple transmitter and receivers are used, there is a
total of MN paths per scatterer present. From a communica-
tions perspective, this may give rise to several advantageous
effects such as favorable propagation and channel hardening
[41]. In order to reap the same benefits of spatial diversity
in the considered radar context, we assume that each of the
individual transmit-receive paths are orthogonal (see e.g., [20],
[35]). This implies that some sort of multiplexing scheme
is used, such as time-division multiple access, wherein the
receivers can recover the sum of echoes originating from each
of the transmitters.

We let a coherent processing interval (CPI) consist of l =
1 . . . L symbols that are transmitted every Tp seconds. Under
the stated assumption, the received complex baseband signal
at the n:th receiver, originating from the m:th transmitter and
q:th path, can be well approximated as

xmnq(k, l) = αmnqe
−j2π( 1

λ+∆f
c k)dmnqe−j2π

Tp
λ lḋmnq (1)

where αmnq is a complex amplitude, which accounts for
various losses. The distance dmnq represents the length of the
propagation path, and ḋmnq represents the corresponding rate
of change. As usual, c is the speed of light, and λ is the
wavelength at the carrier frequency fc.

Figure 2: The single path scattering geometry for a single pair
of transmitters and receivers.

Scattering geometry: Introducing the scattering geometry
in Fig. 2, we let dmnq represent the bistatic distance, which
is expressed as

dmnq = dmq + dnq (2)

where dmq is the distance between the m:th transmitter and
q:th scatterer, and dnq is the distance between the n:th receiver
and q:th scatterer,

dmq =
√
(xq − xm)2 + (yq − ym)2 (3)

dnq =
√
(xq − xn)2 + (yq − yn)2. (4)

Note that if the transmitters and receivers or co-located, then
dmq ≈ dnq . The corresponding range rates ḋmnq = ḋmq+ ḋnq
are defined analogously by the respective time-derivatives as

ḋmq =
xm − xq

dmq
ẋ+

ym − yq
dmq

ẏ (5)

ḋnq =
xn − xq

dnq
ẋ+

yn − yq
dnq

ẏ (6)

where ẋ and ẏ is the velocity of the scatterer. Under the bistatic
geometry, the complex signal amplitude is modeled as

αmnq = β

√
GmqGnq

dmqdnq
(7)

where Gmq and Gnq are the transmit and receive gains
evaluated at the location of the q:th scatterer, and β contains
any remaining factors, which include the transmit power,
carrier frequency, radar cross section and various other system
parameters. The model follows from the radar range equation,
see e.g., [42], [43] for details.

Note that β is assumed constant for all transmit-receive
pairs, which is an implicit and common assumption for coher-
ent processing [32], [38]. However, this is not always a realistic
assumption for extended and complex scatterers viewed from
widely different aspect angles, since under such circumstances
the scattering is in general not isotropic (see e.g., [33] for the
unresolved case, and [44] which considers the related problem
of source localization).

Note also that no assumptions have been made on the an-
tenna geometry, and the model does not make any assumptions
on whether the scatterers are in the far-field or not. If the
antennas can be considered co-located and the scatterers in the
far-field, then the model in (1) can be approximated to depend
on the bistatic range, directions of arrival and departure.
Similarly, the waveform is not assumed to be narrowband,
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which implies that a certain scatterer may end up in different
range-Doppler resolution cells for different pairs transmitters
and receivers.

Additive noise model: Assuming superposition and additive
noise, the recovered transmit-receive signals (for a set of Q
scatterers) are expressed as

rmn(k, l) =

Q∑
q=1

xmnq(k, l) + ηmn(k, l) (8)

where ηmn(k, l) is some complex additive noise. Note that
only the bistatic geometry in Fig. 2 has been taken into
account, and that in general, ηmn(k, l) is constituted from
a mixture of multipath and interference components. For the
sake of tractability, we assume that ηmn(k, l) ∈ CN (0, 2σ2) is
a white, zero mean and circularly symmetric Gaussian random
variable with variance 2σ2.

Calibration model: To take calibration effects into account,
we extend the signal model in (1) as

x̃mnq(k, l) = c̃mnαmnqe
−j2π( 1

λ+∆f
c k)(d̃mnq−∆db

mn)

× e−j2π
Tp
λ l(ḋmnq−∆ḋb

mn) (9)

where c̃mn is a complex gain-phase offset, ∆dbmn represents
a range bias caused by timing offset, and where ∆ḋbmn is a
range-rate bias caused by a carrier frequency offset. The true
distance d̃mnq = d̃mq + d̃nq is given by

d̃mq =
√
(xq − x̃m)2 + (yq − ỹm)2 (10)

d̃nq =
√

(xq − x̃n)2 + (yq − ỹn)2 (11)

where x̃m = xm +∆xm, ỹm = ym +∆ym, x̃n = xn +∆xn

and ỹn = yn + ∆yn are the true antenna locations, and xm,
ym, xn and yn are the assumed antenna locations (which are
used to construct the matched filterbanks in Section III-A),
and ∆xm, ∆ym, ∆xn and ∆yn are the corresponding location
errors, which are unknown.

III. SIGNAL PROCESSING

A. Detection and estimation

In the following, we will consider the conventional matched
filtering framework for both detection and estimation. This
has the advantage of being computationally efficient, while
also allowing for the most simple analysis. The processing
proceeds by constructing a matched filterbank over a set
of hypothetic scatterers under the assumed signal structure
and geometry. The received data is matched against each of
the scatterers, and if the output from a hypothesis exceeds
a statistical threshold, the scatterer is deemed present (and
otherwise rejected). As customary, we start by processing the
signal in range and Doppler, followed by a combining of all
transmit-receive channels (which is also known as the image
formation or localization step).

1) Range-Doppler processing: The range profiles are ob-
tained by matching the received returns at distances d along
the subcarriers as

r(r)mn(d, l) =
1

K

K∑
k=1

rmn(k, l)f(d, k) (12)

where f(d, k) = wf (k)e
j2π∆f

c dk is the matched filter, and
wf (k) is some window function. A range-bin (or cell) corre-
sponds to the output of r

(r)
mn(d, l) at a given d. Similarly, the

range-Doppler maps are evaluated as

r(rd)mn (d, ḋ) =
1

L

L∑
l=1

r(r)mn(d, l)g(ḋ, l) (13)

where a given range bin d is matched at the corresponding
range rate ḋ. A range-Doppler bin (or cell) corresponds to the
output of r

(rd)
mn (d, ḋ) at a given d and ḋ. The matched filter

is given by g(ḋ, l) = wg(l)e
j2π

Tp
λ ḋl, where wg(l) is some

window function.
The purpose of the range-Doppler processing is two-fold.

First, it provides a coherent processing gain, which in the ideal
case is equal to KL. Second, it has the advantage of resolving
scatterers in both range and Doppler, which allows clutter to be
distinguished from moving objects [43]. When implemented
with fast Fourier transforms, the computational complexity is
O (MKL log2 KL) multiplications per receiving AP [45].

2) Coherent transmit-receive combining: Once the returns
have been processed in range and Doppler, the processing pro-
ceeds by combining the transmit-receive channels to produce
a spatial map of the environment. In the most straightforward
approach, the transmit-receive channels are combined in both
space and velocity, as

r(fb)(x, y, ẋ, ẏ) =

∣∣∣∣∣
M∑

m=1

N∑
n=1

r(rd)mn (x, y, ẋ, ẏ)vmn(x, y)

∣∣∣∣∣
2

(14)

where r
(rd)
mn (x, y, ẋ, ẏ) = r

(rd)
mn (dmn(x, y), ḋmn(x, y, ẋ, ẏ)) is

the range-Doppler map evaluated at a specific position-velocity
cell, and dmn(x, y) = dm(x, y) + dn(x, y) is the bistatic
distance and the ḋmn(x, y, ẋ, ẏ) corresponding rate, following
the geometry in Section II. The matched filter (or combining
weights) are given by

vmn(x, y) =

√
Gm(x, y)Gn(x, y)

dm(x, y)dn(x, y)
ej

2π
λ dmn(x,y) (15)

where Gm(x, y) and Gn(x, y) are the transmit and receive
gains evaluated at the location x, y.

We call this method the full backprojection, and emphasize
that for a given x, y, ẋ and ẏ, the corresponding dmn(x, y)
and ḋmn(x, y, ẋ, ẏ) should be selected for each transmit-
receive channel. In practice, since the range-Doppler maps are
evaluated at discrete values (or bins), one may for a given x,
y, ẋ and ẏ select the closest bin from r

(rd)
mn (d, ḋ) prior to

matching, or take an interpolated value.
The full backprojection makes the most possible use of the

assumed signal structure, and is therefore expected to provide
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the best possible matched filtering performance. However, it
has the drawback of requiring an evaluation over four dimen-
sions, which for our purposes is computationally prohibitive.
Since the primary task at hand is localization in space, the
challenge resides in matching the velocity components ẋ and
ẏ at low complexity. To that end, an alternative approach
(which we call the non-coherent backprojection) proceeds
by neglecting the Doppler-dependence altogether by non-
coherently integrating the spatial images formed on a pulse-
to-pulse basis from the range-profiles, as

r(ncb)(x, y) =
1

L

L∑
l=1

∣∣∣∣∣
M∑

m=1

N∑
n=1

r(r)mn(x, y, l)vmn(x, y))

∣∣∣∣∣
2

(16)
where r

(r)
mn(x, y, l) = r

(r)
mn(dmn(x, y), l). The main difference

from the full backprojection is that the four-dimensional
matched filter is replaced by a two-dimensional matched
filter, which is repeated L times. While computationally
simpler, the method does not experience the same coherent
processing gains, and does not use the Doppler dimension
to resolve unknown scatterers (although, clutter can still be
mitigated with slow-time filters, see e.g., [43]). A different
approach approximates the received signal as being constant
in the Doppler dimension. We call this approach the constant
Doppler backprojection, and express it as

r(nb)(x, y, ḋ) =

∣∣∣∣∣
M∑

m=1

N∑
n=1

r(rd)mn (x, y, ḋ)vmn(x, y)

∣∣∣∣∣
2

(17)

where r
(rd)
mn (x, y, ḋ) = r

(rd)
mn (dmn(x, y), ḋ). In this approxima-

tion, the signal is matched at the same range rate ḋ over all
pairs of transmitters and receivers, which is valid whenever
the velocity of a scatterer is mapped to approximately the
same velocity bin for all pairs of transmitters and receivers.
By inspecting (5) and (6), it can be seen that this is a
reasonable approximation when the array is sufficiently dense
(or small), or when the scatterers move sufficiently slow, or
are sufficiently far-away. The approximation is common in
radar systems (see e.g., [39] and the references therein), and is
suited for co-located arrays at relatively far distances from the
scatterers. Under such circumstances, the combining step may
also be well approximated to that of estimating the direction
of arrival and departure of the scatterers, which is generally
the preferred approach for localization. The main difference
between (16) and (17) is that the former integrates the spatial
images formed on symbol-by-symbol basis non-coherently,
which has the advantage of making less assumptions on the
mobility of the scatterers, whereas the latter method builds
one spatial image from the combined range-Doppler maps at
a fixed Doppler bin, which has the advantage of providing a
coherent integration gain and suppression of clutter.

3) Self-interference and clutter rejection: To mitigate clut-
ter and self-interference, we use mean subtraction in slow
time, which cancels out lowpass Doppler components. This
assumes that there is no carrier frequency offset between
any pairs of transmitters and receivers, and that the clutter
and self-interference components in the CSI are bandlimited
around zero-Doppler. The clutter assumption is valid when

the antennas are static, and the self-interference assumption is
valid whenever the transmitters and receivers operate without
any frequency offsets. We note that high-pass filtering in slow-
time is a common operation in radar systems, see e.g., [42],
[43].

B. Performance metrics

1) The Cramér-Rao lower bound (CRLB): We use the
CRLB under the white Gaussian noise assumption as a con-
servative estimate on the localization accuracy. The bounds in
x and y are given by the last two diagonal entries of the CRLB
matrix, which is given as

CRLB(x, y) =
1

L

(
M∑

m=1

N∑
n=1

K∑
k=1

Fmnk(x, y)

)−1

(18)

where Fmnk is the Fisher information coming from the k:th
subcarrier originating the the m:th transmitter and n:th re-
ceiver. A derivation of CRLB(x, y), along with the expression
of Fmnk is provided in Appendix A.

2) The ambiguity function: For a set of Q stationary point
scatterers, we define the spatial ambiguity function as the
corresponding matched filter output, which is given by

A(x, y) =

∣∣∣∣∣
Q∑

q=1

M∑
m=1

N∑
n=1

K∑
k=1

Amnkq(x, y)

∣∣∣∣∣
2

(19)

where

Amnkq(x, y) = ej2π(
1
λ+∆f

c k)∆mnq(x,y) (20)

and ∆mnq(x, y) = dmn(x, y) − dmnq . Note that usually
Q = 1 is used in the literature, although this is not a
restriction, see e.g., [32]. By using A(x, y), one may evaluate
the spatial resolution and dynamic range of a given radar
system by evaluating the beamwidth of the ambiguity response
originating from a single test-scatterer.

3) SISO range-Doppler metrics: For additional analysis,
it is also useful to consider the bistatic range and velocity
dimensions separately. The respective resolutions are given by

∆d =
c

K∆f
(21)

∆ḋ =
λ

LTp
(22)

and the maximum unambiguous bistatic range and velocity is
given by

dmax =
c

∆f
(23)

ḋmax =
λ

2Tp
(24)

which follows immediately from the sinusoidal model struc-
ture in equation (1), see e.g., [46] for details. Note that
the metrics are constant and independent of the antenna or
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Figure 3: The massive MIMO testbed with absorbers mounted
to shield from strong multipath reflections.

Figure 4: The geometry of the experimental setup in Fig. 3.

scatterer locations. The accuracy may be assessed by using
the CRLB, which can be expressed as

δdmn ≈ ∆d√
πSNRmn

(25)

δḋmn ≈ ∆ḋ√
πSNRmn

(26)

for the case of temporally white additive Gaussian noise. The
signal-to-noise ratio for a specific channel is defined as

SNRmn =
|αmn|2KL

2σ2
(27)

where KL corresponds to the per-channel coherent processing
gains after range-Doppler processing. For the sake of clarity,
we have provided a derivation in Appendix A.

IV. THE MASSIVE MIMO TESTBED

A. System setup

We use the 5G massive MIMO system developed by
National Instruments (NI) as a distributed testbed to study
the presented radar functionality. The testbed resides at the
Department of Electrical Engineering (ESAT) at KU Leuven,
and implements the OFDM waveform at mid-band under a

Table I: Some system parameters and derived performance
metrics used in the testbed.

System parameters Symbol Value Unit
Carrier frequency fc 3.5 GHz
Carrier wavelength λ 8.57 cm
Sampling rate 30.72 MHz
No. subcarriers K 100
Subcarrier spacing ∆f 180 kHz
Symbol bandwidth K∆f 18 MHz
Cyclic prefix length Tc 5.21 µs
Symbol duration Ts 66.67 µs
OFDM modulation format QPSK

Radar parameters
No. receivers N 64
No. transmitters M 4
Distance between antennas 0.07 m
No. symbols L 640
PRI duration Tp 0.5 ms
CPI duration LTp 320 ms

SISO performance metrics
Bistatic range resolution ∆d 16.67 m
Bistatic Doppler resolution ∆ḋ 1.34 m/s
Maximum unambiguous bistatic range dmax 1667 m
Maximum unambiguous bistatic Doppler ±ḋmax 85.7 m/s
CRLB in bistatic range at 20 dB SNRmn δdmn 0.94 m
CRLB in bistatic Doppler at 20 dB SNRmn δḋmn 0.08 m/s

3GPP LTE-TDD like frame structure. In total, the testbed
supports up to 128 antennas at the base station and 12 antennas
at the user side [47]. The setup has previously been used for
the purposes of positioning and communications [48]–[50].

The experimental setup is illustrated in Fig. 3, and the
geometry in Fig. 4. Since the system does not implement
simultaneous transmit and receive at the base station, we
reconfigure the testbed to use the antennas at the base station
as dedicated receivers, and the user terminal antennas as
dedicated static transmitters, forming a distributed network
of bistatic radar nodes. As inspired by the recent works in
distributed massive MIMO communications, the elements are
organized as a uniform linear array, reminiscent to that of
the radio stripes architecture [27]. The system is configured
to use N = 64 receiving, and M = 4 transmitting antennas
(see [51] for details on the antennas), corresponding to a total
of MN = 256 transmit-receive channels. This serves as a
trade-off between the performance and the duration of each
measurement, since the amount of data that can be recorded
is limited by the on-board data storage.

We note that by the decorrelation criteria in [33], the array is
considered widely separated despite being densely distributed
(since the look-angles vary significantly between different
portions of the array). One major drawback with the array
structure is that it does not fully exploit the spatial diversity
enabled by the MIMO array [20], [35]. For our purposes, this
architecture was the simplest to work with. We recognize that
by optimizing the deployment, substantial performance gains
can be achieved than what is presented in this paper.

B. The radar frame structure

Some of the system parameters used are illustrated in Table
I. We operate the system at fc = 3.5 GHz to get the best
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possible Doppler resolution, and configure the radar frame
(or CPI) as follows. Based on the 3GPP-LTE standard, each
OFDM symbol is constructed to consist of 1200 subcarriers
with 15 kHz subcarrier spacing. This corresponds to a symbol
duration of 66.7 µs, and a cyclic prefix of duration 5.21 µs is
used. For our purposes of sensing, we use the non-precoded
uplink pilots for localization, since the user terminals are used
as dedicated transmitters. There is a total of K = 100 subcar-
riers in the pilots, spaced at ∆f = 180 kHz subcarrier spacing,
and interleaved in frequency (OFDMA) between the different
transmitters (i.e., users). This enables transmit orthogonality,
as each associated pilot can be isolated at the receivers. The
pilots are transmitted every 7 symbols, corresponding to a PRI
of Tp = 0.5 ms, and modulated using quadrature phase-shift
keying (QPSK).

We let each radar frame consist of L = 640 symbols,
corresponding to a CPI duration of 320 ms. For a given
experiment, a total of 20000 symbols are transmitted over a
period of 10 seconds, corresponding to 31 radar frames, or a
total of 5.12·106 received symbols when counting over all 256
transmit-receive channels. The long CPI duration was chosen
to isolate the slowly moving cylinder from the clutter in the
Doppler domain. In practice, a smaller duration is sufficient,
given that the scatterers move sufficiently fast. For further
details on the massive MIMO system, we refer to [47].

C. System calibration

1) Carrier frequency offset compensation: Starting from
the calibration model in (9), we assume that ∆ḋbmn ≈ 0
by the shared clock distribution and carrier frequency offset
compensation in the communications standard [47], [52].

2) Antenna position calibration: From (9) it is seen that the
antenna positions are coupled with the gain-phase coefficients
c̃mn and the timing-offsets ∆dmn. This implies that either
parameter cannot be estimated without knowledge of the other.
For our purposes, we assume the antenna locations to be
known by manually measuring the respective locations in Fig.
3 with respect to the positioning table. While very precise
estimates are generally required for coherent processing, this
was deemed sufficient for our setup.

3) Timing synchronization: An initial timing synchroniza-
tion can be obtained through the shared clock synchronization
distribution in the testbed. This synchronizes the transmitters
and receivers sufficiently well for communications. However,
for the purposes of radar, we found that errors in the order
of meters were still present. To compensate for the residual
errors, a reference scatterer with at least one known location is
required estimate the range residual offsets ∆d̂bmn. Following
(9), this is done by subtracting an estimated range (using
the matched filter) with the true range. The range-bias is
then compensated for by multiplying the k:th subcarrier with
e−j2π∆f

c ∆d̂b
mnk prior to range-processing.

4) Array gain-phase calibration: The deviations in gain
and phase are modeled through c̃mn in (9), and are typically
caused by non-ideal front-ends. We model these as being
diagonal along the transmitters and receivers. Since c̃mn is
multiplicative with β for a given scatterer (see (9) and (7)),

we estimate the βc̃mn jointly by assuming a set of Qcal known
calibration points. This calibrates the system up to a scaling
factor by compensating each transmit-receive channel prior
to combining. After measuring out the antenna locations and
compensating for carrier frequency and timing offsets, βc̃mn

is estimated by the least squares formulation

min
βc̃mn

Qcal∑
q=1

L∑
l=1

K∑
k=1

|r̂mnq(k, l)− βc̃mnfmnq(k, l)|2 (28)

where r̂mnq(k, l) is the calibration data from the q:th snap-
shots, fmnq(k, l) =

1
βxmnq(k, l) is the assumed signal model,

and where we have assumed that β is approximately constant
for each snapshot. The solution is given by

βc̃mn =
1

Qcal

Qcal∑
q=1

dmqdnq√
GmqGnq

r̂(rd)mnq e
j 2π

λ dmnq (29)

where r
(rd)
mnq is the range-Doppler from (13) output evaluated

at the assumed location and velocity.

D. Data preprocessing

After completing a measurement, the CSI is loaded off the
testbed and stored for offline processing. Due to the large
amount of data collected, the CSI is compressed by downsam-
pling along the subcarriers and in slow-time. This is motivated
by the complex sinusoidal structure in the signal model in (1),
where the ranges and velocities are translated to frequency
shifts in the respective dimension. After downsampling, the
maximum unambiguous range and velocity is reduced by the
corresponding downsampling factor. The procedure has the
advantages of providing a coherent processing gain, which
increases the SNR, as well as reducing the memory footprint
and computational burden in the subsequent processing steps.

V. NUMERICAL PERFORMANCE ANALYSIS

We proceed to study the performance numerically. First, we
present some SISO performance metrics, and then proceed
with an analysis when the channels are combined coherently.

A. SISO performance

Starting with the SISO performance, the metrics presented
in Section III-B are shown in Table I. Using (23), we estimate
a bistatic range resolution of 16.67 m. By comparing with
the experimental setup in Fig. 3, the resolution implies that
the entire setup is mapped into the first range resolution
cell. Accordingly, the task of localization entails resolving
multiple scatterers using the remaining slow-time and antenna
dimensions. Using (22), the resolution in bistatic Doppler is es-
timated at 1.34 m/s, which is deemed sufficient to isolate most
moving scatterers from static clutter. However, if windowing
is used, the resolution typically degrades by approximately a
factor of two, depending on the type of window used [53].

The maximum unambiguous bistatic range and Doppler
velocity is estimated at 1667 m and 85.7 m/s. Since the
experimental setup is in the orders of a few meters and
located indoors, it is recognized that the received data is
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(a) 1 subcarrier (b) 100 subcarriers (18 MHz bandwidth)

(c) 200 subcarriers (36 MHz bandwidth) (d) 400 subcarriers (72 MHz bandwidth)

Figure 5: The spatial ambiguity function (19) for two scatterers located at (x, y) = (1.6, 4.3) and (x, y) = (−1.4, 11.8),
illustrating the effect of the signal bandwidth. At close distances, the array resolution gain dominates, whereas at longer distances
the signal bandwidth becomes significant. However, increasing the bandwidth increases the dynamic range as indicated by the
reduction in the skirts around the main lobes.

very redundant and that one may downsample the CSI by an
order of magnitude in the respective dimensions without any
substantial loss in information, as mentioned in Section IV-D.

To evaluate the accuracy in bistatic range and velocity, we
use a SNR of 20 dB after including all coherent processing
gains, using (27). We measure a lower bound of 0.94 m in
bistatic range using (25), and 0.08 m/s in bistatic velocity
using (26).

B. MIMO performance

We proceed to evaluate the performance after coherently
combining the transmit-receive channels, using the ambiguity
function and the CRLB presented in Section III-B.

The ambiguity function for the considered system is il-
lustrated in Fig. 5b). We consider two scatterers, with one
being close to the array and the other being further away. It is
observed that the scatterers are entirely resolved in x and y,
effectively surpassing the resolution set by the bandwidth of
the OFDM symbols. In order to further investigate the role of
the bandwidth, we have also included the ambiguity functions
for the cases when 1, 200 and 400 subcarriers are used with the
same subcarrier spacing, corresponding to 0, 36 and 72 MHz
bandwidth, as shown in Fig. 5a), c), and d). It is observed that
at close distances, the array resolution gain dominates, whereas

bandwidth contribution becomes substantial only further away
from the array. Accordingly, for the short range scenario
considered in Fig. 3, the array is expected to be the main
contributing source of performance. However, despite the gain
in resolution, a relatively poor dynamic range is observed
as indicated by the wide skirts around the main lobes. This
may mask scatterers when the environments are dense. It
is observed that increasing the bandwidth also increases the
dynamic range as indicated by the reduction in the skirts
around the main lobes, which in turn may help resolve multiple
scatterers.

To get an estimate of the localization accuracy after co-
herently combining the channels, we evaluate the CRLB in
(18) with respect to the OFDM bandwidth. The scenario with
the two point scatterers in Fig. 5 is considered, and for all
bandwidths, we fix SNRmn = 20 dB. The bounds in x and
y are illustrated in Fig. 6 for the respective scatterers. As
can be seen, the CRLB lower-bounds the performance at sub-
centimeter level accuracy for almost all bandwidths, indicating
that very accurate localization is possible. By looking at the
gain in performance when increasing the bandwidth, it can be
seen that the improvement is only nominal for small band-
widths, until reaching a breaking-point where the bandwidth
starts contributing substantially. For the scatterer located close
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Figure 6: The CRLB in x and y with respect to the OFDM
bandwidth, evaluated for the scatterers in Fig. 5 at fixed
SNRmn = 20 dB. The scatterers are located at S1: (x, y) =
(1.6, 4.3), S2: (x, y) = (−1.4, 11.8).

to the array (S1), the breaking point starts at around 100 MHz,
whereas for the scatterer further away (S2), it starts at around
10 MHz. Similarly to the results in Fig. 5, this indicates that
the array resolution gain dominates the performance close the
the array, whereas the bandwidth becomes more significant
only further away. Intuitively, this is because the aspect angles
along the array varies more the closer a scatterer is to the
center of the array. Interestingly, since the testbed only uses a
bandwidth of 18 MHz, the gain in accuracy at a fixed SNR is
negligible when compared to using no bandwidth at all.

The analysis indicates that the massive MIMO testbed may
be re-configured for radar sensing in the near-field, despite the
poor range-resolution. This is enabled by the large accuracy
and resolution gains which are obtained by coherently combin-
ing the large number of distributed antennas in the near-field.
Interestingly, the bandwidth contribution is only substantial
when large (i.e., ≫ 100MHz), or when the scatterers are
located further away from the array (cf. Fig. 3).

VI. EXPERIMENTAL RESULTS

We proceed to demonstrate the massive MIMO testbed as
a radar system in a short-range and near-field scenario. The
experimental setup is illustrated in Fig. 3, and the scattering
geometry in Fig. 4. We use a metallic cylinder to resemble that
of an ideal isotropic point scatterer, and mount radio frequency
(RF) absorbers around key reflectors in order to shield from
strong multipath components during calibration. The cylinder
is mounted on a positioning table which allows for precise
positioning and measurement of ground truth locations. The
experiments were carried out both with, and without RF
absorbers, using the frame structure described in Section IV.
In total, 760 radar frames were collected with RF absorbers,
and 248 without, corresponding to approximately 125 and
41 million OFDM symbols when counted over all pairs of
transmitters and receivers.

After acquisition, the samples were moved to an external
memory, downsampled by a factor of five along the subcar-
riers and symbols, and then stored for offline processing, as
described in Section IV-D. For this scheme, the downsampling
provides a compression factor of 25, and a processing gain of
approximately 10 log10 25 = 14 dB. It is worth mentioning
that if the SNR losses can be compensated, the same perfor-
mance as presented can be obtained by transmitting only 20
subcarriers at a spacing of 900 kHz every 2.5 ms.

The system was calibrated following the procedure in Sec-
tion IV-C. Timing offsets were estimated by comparing the
true cylinder locations obtained from the positioning table with
those measured, using an average of all measurements with RF
absorbers. The sensor locations were measured out manually
relative to the positioning table, and a set of five frames were
taken from the upper right portion of Fig. 4 in order to calibrate
the relative gain and phase offsets between the transmit-receive
channels. We found that the best calibration was obtained
when using the constant Doppler backprojection in (17).

In the signal processing, the bistatic range-profiles were
evaluated over a total of 128 range-bins (after downsampling),
corresponding to a cell-size of 2.6 m. The bistatic Doppler-
profiles were similarly evaluated over 128 bins, giving a cell-
size of 0.67 m/s. Since the study focused on resolving a single
scatterer, no windowing was used unless otherwise mentioned.
The gains in (15) where set as Gm(x, y) = Gn(x, y) = 1, and
the spatial maps were formed over a cell-resolution of 4.2 cm
in x and 3.7 cm in y for a total of 192× 192 pixels. For the
constant Doppler backprojection, the best performance was
obtained when selecting the Doppler bin corresponding to the
largest peak in the averaged range-Doppler map (over all SISO
channels).

Since only a single scatterer is considered, the performance
is analyzed by directly taking the largest component after
the matched filter outputs. For the general case of multiple
scatterers, one may consult the literature on radar detection
theory [43]. However, we emphasize that the results presented,
in particular the resolutions derived from the ambiguity and
point spread functions, are also valid for multiple targets.
For a particular image output, we divide the power of the
scatterer with the median of the magnitude squared image
as a rough measure of the SNR. Detections are kept if the
transmit-receive channel with the smallest SNR in range-
Doppler exceeds a 10 dB threshold. Since the processing relies
on the Doppler dimension to isolate the cylinder from the
clutter returns, some frames are lost whenever the cylinder
makes corner turns and end up close to the zero Doppler bin.
These missed detections are treated as outliers, and the results
were accordingly trimmed by iteratively removing samples at
five standard deviations from the mean in order to provide a
realistic performance estimate.

The experimental results are organized as follows. First, we
discuss two range-Doppler maps obtained from SISO process-
ing. Then, we present the experimental matched filter outputs,
and the localization performance obtained when coherently
combining all the channels. The effect of reducing the OFDM
bandwidth is then demonstrated, followed by an evaluation of
the performance with respect to the number of antennas used.
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A. Range-Doppler maps

Fig. 7 illustrates two range-Doppler maps before timing-
offset compensation, as obtained using (13). The data orig-
inates from the first transmitter, measured at the right-most
receiver in a), and the left-most receiver in b), each corre-
sponding to Tx1, Rx1 and Rx64 in Fig. 4. The cylinder is
located at the left part of the positioning table in Fig. 4, and
moves diagonally from the upper right to the lower left corner.
A Hanning window was applied in slow-time, and clutter and
self-interference was removed by mean subtraction following
the procedure in Section III-A.

As can be seen from the images, the received signal power
is approximately constant along the two different receivers,
which is a typical feature of cylindrical scatterers. We measure
a SNR of 31.2 dB in a) and 27.3 dB in b), where the
slightly lower SNR in b) is apparent from the noise-floor. Some
additional clutter is also present in b), which originates from
self-interference or multipath components. A good localization
in the range-Doppler domain is observed, indicating that the
receivers are phase coherent with the transmitters. Note that
the center-locations are approximately the same in range,
despite the channels not being timing-offset compensated. This
indicates that the communication protocol manages to achieve
a synchronization to an order of the inverse bandwidth.

In the considered setup, the Doppler shifts are expected to
vary significantly due to variations in aspect angles along the
array. This effect can be observed by inspecting the center-
location in the Doppler dimension in Fig. 7. As discussed
Section III-A, the consequence is that a four-dimensional
search might be required in order to capture the velocity
components in the matched filter implementation. However,
for our considered scenario, there is still a substantial overlap
observed, which indicates that the Doppler shifts can be
considered approximately constant, and hence alleviating the
computational burden. For higher velocities, the overlap is
expected to decrease as indicated by (5)-(6).

We conclude that the testbed works well for range-Doppler
imaging, and proceed to characterize the localization perfor-
mance when combining all channels.

B. Coherent transmit-receive combining

Next, we evaluate the localization performance when coher-
ently combining all of the transmit-receive channels. We use
two methods for localization, the non-coherent backprojection
in (16), and the constant Doppler backprojection in (17).
In contrast to the ambiguity function (19), we refer to the
matched filter output of a single scatterer in the experimental
data as the point spread function (PSF).

A comparison between the ambiguity function and the mea-
sured PSFs when using RF absorbers is illustrated in Fig. 8. In
order to provide the most realistic (or pessimistic) results, the
PSFs have been formed on a cylinder location far away from
the measurements used for calibration. Furthermore, only 160
symbols were integrated in the non-coherent backprojection
in order to provide an illustrative response similar to the
ambiguity function (in practice there is some additional spread
due to cell-migration).

(a) Receiver 1, transmitter 1

(b) Receiver 64, transmitter 1

Figure 7: Experimental range-Doppler maps of a moving
cylinder obtained from the testbed.

As can be seen, the ambiguity function and the PSFs are
similar, providing a resolution in the order of few decimeters
in the near-field scenario, effectively surpassing the range
resolution set by the OFDM bandwidth. It is also observed that
the experimental PSFs are slightly distorted when compared
to the theoretical ambiguity function. We observed in our
measurements (not shown in the paper) that the closer to
the calibration points used, the more ideal the PSFs look,
and the further away the more distorted they become. This
indicates residual errors remaining in system calibration, and
is most likely due to the coarsely measured antenna positions,
keeping in mind that each antenna position must be known to
within a fraction of the wavelength in order for a single point
calibration to work everywhere. We recognize this problem of
calibrating the array to be a significant challenge in practical
settings.

By comparing the non-coherent backprojection with the
constant Doppler backprojection, it can be seen that there is
additional clutter present in the former PSF. This is because
the non-coherent backprojection forms the spatial map with
no isolation in Doppler, whereas the latter method isolates the
scatterers of interest by processing in a specific Doppler bin.

The empirical cumulative distribution functions (CDFs) in
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(a) Theoretical ambiguity function (b) Non-coherent backprojection (c) Constant-Doppler backprojection

Figure 8: The (a) spatial ambiguity function and (b)-(c) experimental PSFs evaluated at full bandwidth. The measured PSFs
are slightly distorted, which is most likely due to residual calibration errors in antenna locations and gain-phase parameters.
The closer to the calibration points used, the more ideal the PSFs look, and the further away the more distorted they become.
This indicates the residual errors in signal calibration, and is most likely due to the coarsely measured antenna positions. The
clutter is a combination sidelobes originating from the cylinder, multipath components and possibly external interference.
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Figure 9: Experimental localization results when coherently
combining the transmit-receive channels. It is observed that the
location errors are in the order of centimeters to decimeters.

x, y and SNR are illustrated in Fig. 9. The results are
illustrated for both with and without RF absorbers. It can
be seen that the performance in x and y is nearly identical
for both processing approaches, indicating that the constant-
Doppler assumption is valid even though the array is widely
distributed with respect to the cylinder. It is expected that
the performance will degrade further if the scatterer moves

faster. Furthermore, we notice a drop in performance when
removing the RF absorbers, which is due to the increasing
amount of multipath. Interestingly, both methods also perform
equally well in terms of localization performance without RF
absorbers. The results are summarized in Table II. Without
absorbers, the accuracy is measured at 15.6 cm in x and 37
cm in y, as obtained from the 95:th percentiles. With absorbers,
the corresponding accuracy is measured at 9.2 cm in x and
20.8 cm in y. The corresponding median errors are 3.4 cm in
x and 5.6 cm in y when using absorbers, and 4.4 cm in x and
10.6 cm in y when not using absorbers.

In contrast to the location performance, the algorithms
show different performance in the CDFs of the SNRs, where
the range-Doppler backprojection provides better performance
than the non-coherent backprojection. As illustrated in Fig.
9, the estimated SNR is larger for the constant Doppler
backprojection, both with and without RF absorbers, than
for the non-coherent backprojection. The difference in perfor-
mance can be explained by noting that the processing seeks
to resolve multiple scatterers in a single range-bin. In this
context, the Doppler processing has the advantage of providing
a coherent processing gain and isolating moving scatterers
from clutter and interference. On the other hand, integrating
the backprojection non-coherently from symbol to symbol
makes less assumptions on the Doppler, but provides only a
non-coherent processing gain, in addition to not harnessing the
Doppler as a resolving dimension. This explains the difference
in performance.

It is worth noting that the SNR is smaller in the spatial
maps in Fig. 8 than in the range-Doppler maps (cf. the results
in Section VI-A), which indicates that the dominant noise
source in the spatial domain is clutter (in this context, we
refer to clutter as everything that is not the scatterer of interest,
which may be a combination of sidelobes, adjacent scatterers,
multipath components or possibly external interference).

We conclude that accurate location estimates can be ob-
tained using the massive MIMO testbed. As shown in Table
II, the localization accuracy is on the order of centimeters to
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Table II: Error statistics derived from Fig. 9.

RF absorbers Median 95:th percentile Unit
Absolute error in x 3.4 9.2 cm
Absolute error in y 5.6 20.8 cm
No RF absorbers
Absolute error in x 4.4 15.6 cm
Absolute error in y 10.6 37.4 cm

a few decimeters. The PSFs indicate that a relatively good
resolution can be obtained in x and y, despite the poor range-
resolution. However, we recognize a relatively poor dynamic
range as indicated by the heavy skirts in Fig. 8.

C. Effect of using fewer subcarriers

We will now illustrate the effect of using fewer subcarriers
and hence a smaller bandwidth than what is achievable in the
testbed. The experimental results are illustrated in Fig. 10,
where the errors in x and y, and SNR are evaluated against
the number of subcarriers when using RF absorbers and the
constant Doppler processing in (17). It is observed that the
performance remains constant for all considered bandwidths,
even when only a single subcarrier is used. This indicates that
for the considered scenario, almost all gains in performance
originate from the coherent combining of the transmit-receive
channels. We note that for 100 subcarriers, a coherent process-
ing gain of 20 dB is to be expected when compared with only
a single subcarrier. However, the measured SNR in the spatial
map is only 23 dB, which is less than what is obtained in
the range-Doppler maps prior to the localization (see Section
VI-A). Furthermore, the absence of a performance drop is
consistent with the behavior of the CRLBs at fixed SNR in Fig.
6, which indicates that the scenario is indeed clutter limited.
This is a reasonable observation given the small bandwidth
of the system (i.e, the experimental setup is mapped into the
first range bin), and since non-fluctuating clutter experiences
the same processing gains as any other scatterers. Therefore,
reducing the bandwidth does not degrade the performance any
further since the limiting noise in the spatial domain is clutter,
and since there are few additional scatterers to “unresolve”
when degrading the range-resolution.

As previously mentioned, the symbols have been decimated
by a factor of five, giving an effective PRI of 2.5 ms, and thus
reducing the maximum unambiguous velocity to ±17.1 m/s
(cf. (24) and Table I). Since it is unexpected for scatterers
to move fast in a short-range and indoor environment, we
recognize that one may operate the system using less time-
frequency resources. For instance, given that the processing
gains can be compensated for, the same performance can be
obtained by transmitting only 1 subcarrier every 5 ms (giving
a maximum unambiguous velocity of 8.7 m/s). This implies
that one may operate the radar system in time-division with
the communication system with only a nominal loss in spectral
efficiency. For the considered scenario, the symbol duration is
71.88 µs, which implies a capacity loss of only 2.87% when
operating at a PRI of 2.5 ms, or 1.4% when the PRI is 5 ms.
By increasing the subcarrier spacing, one may reduce symbol
duration further, and hence also the loss in capacity.
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Figure 10: Effect of reducing the number of subcarriers in
the experimental setup, using absorbers and range-Doppler
processing.

We conclude that only a modest number of subcarriers are
needed for localizing the cylinder in the considered setup.
This is because of the short-range and near-field scenario, and
because most of the performance originates from the large
array.

D. Effect of using fewer antennas

We will now evaluate the effect of using fewer antennas
when combining the transmit-receive channels. This is done
by estimating the location errors obtained from subarrays
formed from the receiving and transmitting arrays, each being
unambiguously placed. The subarrays are formed by splitting
the transmitters and receivers in powers of two, from where the
localization errors are calculated separately and then merged
for a total assessment.

The results are illustrated in Fig. 11, using the constant
Doppler backprojection, where it can be seen that the perfor-
mance improves with the number of antennas used, both with
and without RF absorbers. In contrast to the results in Sec-
tion VI-C, where the performance was evaluated against the
number of subcarriers, it can be seen that the performance is
highly affected by the number of antennas. Interestingly, there
is a substantial gain in SNR observed, being approximately
9 dB per decade of MIMO channels, until flattening out at
around 100 channels. These gains may be attributed to either
the coherent processing gains, suppressing the thermal noise,
or from the increase in resolution, which reduces the impact
of clutter. From the previous discussions, and since the SNR
in the spatial map is significantly smaller than in the range-
Doppler maps in Section VI-A, we make the conclusion that
it is due to the increase in resolution.
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Figure 11: Effect on localization performance when using
fewer antennas at unambiguous spacing.

We conclude that in order to compensate for the lack of
bandwidth, a large number of antennas (in the case considered,
corresponding to >100 channels) are needed, which is well
suited within the massive MIMO communications paradigm.

VII. CONCLUSION

This paper has presented an analysis of near-field sensing
using a massive MIMO communication testbed utilizing the
OFDM waveform. The testbed was re-used for radar sensing
by processing the CSI and taking advantage of the large
number of antennas. The performance was evaluated numeri-
cally, showing feasibility in the considered near-field environ-
ment. The numerical results were validated with experimental
measurements, and it was demonstrated that centimeter level
accuracy is achievable even under dense indoor multipath, and
that the Doppler dimension provides valuable performance
gains in clutter-limited environments. With RF absorbers, a
median error of 3.5 cm in x and 5.5 cm in y was measured.
Without absorbers, the corresponding errors were measured to
9 cm in x and 21 cm in y.

It was shown numerically (with the ambiguity function
and the CRLB), and experimentally (with the testbed), that
practically no bandwidth is needed in the near-field of the con-
sidered array. When the aspect angles are sufficiently diverse,
the array resolution dominates the localization performance.
Furthermore, it was shown that the radar system can be
operated with an effective transmission period of one symbol

per 2.5 ms, which allows for a time division multiplexing
between the communication and radar functionalities with
only a nominal loss in spectral efficiency, corresponding to
a 2.87% capacity loss at a symbol duration of 71.88 µs.
The performance was also evaluated against the number of
transmitters and receivers, where it was observed that the
performance depends strongly on the number of antennas used.
The results show that massive MIMO communication systems
may provide an opportunity for accurate radar sensing in the
near-field, even with the small bandwidths encountered at low
carrier frequencies.

We recognize several aspects that need to be considered in
future research. This includes a further investigation of the
matched filter approximations, the impact of different antenna
distributions and the effect of transceiver non-idealities. Reli-
able calibration schemes, and carrier and clock synchroniza-
tion algorithms are considered as enabling, and scenarios with
multiple complex scatterers should be studied properly in order
to analyze the dynamic range and the feasibility of the constant
amplitude assumption.

APPENDIX A

Derivation of the CRLB in (18)

For a single point scatterer, and letting ḋmn = 0 and αmn ≈
α = |α|ejϕ, the signal model becomes

xmn(k, l) = |α|ejϕe−j2π( 1
λ+∆f

c k)dmn . (30)

The parameter vector is γ = [|α|, ϕ, x, y]T . The FIM is
obtained via the Slepian-Bangs formula [46], [54] as

Fmnkl(x, y) =
1

σ
Re

{(
dxmn(k, l)

dγ

)(
dxmn(k, l)

dγ

)H
}
.

(31)
Since the noise and space-time snapshots are assumed white
and independent, and since xmn(k, l) does not depend on l,
the total FIM is obtained as

F (x, y) =
1

L

M∑
m=1

N∑
n=1

K∑
k=1

Fmnk(x, y), (32)

where Fmnk(x, y) = Fmnkl(x, y). We have dxmn(k,l)
dγ =

[dxmn(k,l)
d|α| , dxmn(k,l)

dϕ , dxmn(k,l)
dx , dxmn(k,l)

dy ]T , where

dxmn(k, l)

d|α|
= ejϕe−j2π( 1

λ+∆f
c k)dmn (33)

dxmn(k, l)

dϕ
= jxmn(k, l) (34)

dxmn(k, l)

dx
= −j2π

(
1

λ
+

∆f

c
k

)
ddmn

dx
xmn(k, l) (35)

dxmn(k, l)

dy
= −j2π

(
1

λ
+

∆f

c
k

)
ddmn

dy
xmn(k, l) (36)

where ddmn

dx = x−xm

dm
+ x−xn

dn
and ddmn

dy = y−ym

dm
+ y−yn

dn
. The

CRLB is obtained numerically as

CRLB(x, y) = F (x, y)−1. (37)
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Derivation of the CRLBs δdmn and δḋmn in Section III-B

From equation (10) in [55], it can be shown that the CRLB
in bistatic range is

δd2mn =
6σ2

π2(∆f/c)2α2
mnK(K2 − 1)L

. (38)

By assuming that K2 − 1 ≈ K2, and substituting in (21) and
(27), we get δd2mn ≈ 3∆d2

π2SNRmn
, which gives

δdmn ≈ ∆d√
πSNRmn

. (39)

Similarly, it can easily be shown that δḋmn can be approxi-
mated by the expression in (26).
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