
ChronoPilot – Modulating Time Perception
Jean Botev
VR/AR Lab

University of Luxembourg
Esch-sur-Alzette, Luxembourg

jean.botev@uni.lu

Knut Drewing
HapLab, Experimental Psychology

Justus-Liebig University Giessen
Giessen, Germany

knut.drewing@psy.jlug.de

Heiko Hamann
Institute of Computer Engineering

University of Lübeck
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Abstract—Although time can be measured objectively, human
time perception is remarkably subjective and influenced by
cognitive states, individual motivations, and social factors. This
malleability of perceived time can be evidenced, for instance, in
stressful situations where one might experience a lack of time,
while one might lose track of time in more relaxing circumstances.
Based on fundamental knowledge from psychology and cognitive
science, the ChronoPilot project aims at developing a prototype
technology driven by artificial intelligence to extend or com-
press human subjective time adaptively and whenever required.
Mediated-reality approaches, such as virtual and augmented
reality, have enormous potential for presenting the users with
visual, auditory, and haptic stimulation patterns that directly or
indirectly influence their subjective time and which are difficult
to reproduce in the real world. Going beyond individual settings,
ChronoPilot will also investigate how to coordinate time plasticity
in collaborative environments where one group member’s actions
may affect other members’ perception. Different scenarios, where
humans alone or humans and robots have to collaborate in
realistic and virtual environments, will validate the planned
research. In this paper, we present the fundamental concepts
of our project ChronoPilot, which is a work in progress.

Index Terms—user-centered design, artificial intelligence, dis-
tributed system, sensor system, intelligent actuator, virtual reality,
augmented reality, collaboration, cognitive science

I. INTRODUCTION

The human perception of time involves complex interactions
between neural systems, perceptual systems, information sys-
tems, and social systems. However, time perception is a highly
subjective experience. Time may feel compressed in high
workload situations, while, in other cases, where attention is
not in great demand, time might feel stretched. This subjective
experience may impact a wide spectrum of human actions and
decisions, starting from motor actions up to strategic decisions.
The ChronoPilot project aims to exploit this malleability of
timing for our advantage at any given moment by delivering
stimuli via mediated-reality technology into the human senses
of vision, audition, and haptics (see Fig. 1). The purpose is to
extend or compress time adaptively whenever required.

ChronoPilot’s projected technical breakthrough for manipu-
lating subjective time purposely relies on a series of cognitive
techniques to tune time experience. These approaches will
allow us to model key variables known to modulate timing
as a function of multisensory stimulation and integration. We
will translate these models in adaptive Virtual Reality (VR)
and Augmented Reality (AR) environments and ultimately
integrate a set of body-worn technologies in a ‘ChronoPilot
device’ that autonomously stimulates the appropriate sensory
modalities when required by its wearer. The ideal adaptation
will be determined by a number of behavioral and physio-
logical indicators of the user’s mental workload, stress, and

Fig. 1. ChronoPilot’s system overview.



flow, as well as the context (e.g., environment, task, goals).
Instead of requesting explicit user input about the currently
desired time perception, we plan to have the ChronoPilot
device measuring, for example, physiological stress indicators
that, in turn, allow for automatically deriving the required time
modulation. To achieve a high degree of autonomy and relia-
bility, we will develop and study intelligent signal processing
supported by machine learning and statistical methods.

Single and collaborating ChronoPilot devices will adap-
tively improve an individual’s interactions with their envi-
ronment, but also collectively when interacting with other
humans and/or novel artificial intelligent systems (e.g., robots).
Inspired by research on joint attention, emotional contagion
in humans, and collective systems, we will investigate how
networked ChronoPilots can coordinate and synchronize time
modulation strategies between all group members collectively.
We will explicitly include the future outlook of hybrid groups,
where humans will interact with technological counterparts
such as robots and other intelligent agents.

ChronoPilot’s goals will be demonstrated in two real-world
scenarios. A precision farming scenario that will involve an in-
dividual user coordinating a group of drones to perform a set of
farming tasks and an industrial production scenario (‘Industry
4.0’), where we will have a multi-person experimental setup of
heterogeneous human groups. ChronoPilots will communicate
with one another to carefully balance requirements across
groups in a form of “shared timing”.

ChronoPilot’s realization necessitates a close collaboration
between diverse disciplines and perspectives. This collabora-
tion aims to: 1) Model the dynamics of human subjective time
in terms of key psychological variables. 2) Modulate time
perception through multisensory stimulation that is 3) auto-
triggered by the ChronoPilot device as an intelligent agent
implementing methods of machine learning that measure,
monitor, and classify physiological and behavioral signals of
users; 4) coordinate time perception in human and hybrid
collectives; 5) evaluate whether timing can be utilized to
improve well-being and productivity in hybrid and human
collaboration.

II. THE CHRONOPILOT PERSPECTIVES

A. Modeling the dynamics of human subjective time as a
function of key psychological variables

The ability to process temporal information accurately is
critical for a natural organism’s survival and its goal-driven
interaction with the environment. Yet, under strenuous con-
ditions, the ability to accurately perceive physical time is
not necessarily beneficial for our behavior. In such scenarios,
subjective time expansion (or compression) may be crucial in
avoiding or postponing dangerous situations or catastrophic
events [1], [2]. Perceived time expansion (or compression)
may, therefore, serve as a tool to enhance perceptual pro-
cessing, boost cognitive performance, guide attention to issues
critical for survival, and facilitate motor functioning [1], [3].
Thus, in ChronoPilot, we focus on how we can promote

expansion (or compression) of perceived time to optimize the
individual’s sensory, cognitive, and motor processing.

Current research has shown that we can experimentally
expand and compress the apparent duration of stimuli or
events by manipulating the critical factors driving perceived
time estimates. Time expansion can be attained, for example,
by providing the organism with salient, arousing, novel, or
emotional stimuli (e.g., [4]). Attending to specific stimulus
features can enhance one’s temporal resolution, boosting the
decision-making processes and modifying actions so as to
delay or even avoid the critical event. Critically, it has also
been suggested that slowing down the perceived time can be
learned through experience and training [2]. Hence, exposing
an individual to a simulated yet surprising and critical situation
may benefit their behavior the next time they may find
themselves on this trajectory towards a strenuous event.

In ChronoPilot, therefore, we collect state-of-the-art knowl-
edge and produce new knowledge that will allow for the
modeling of the factors (in isolation or combination) that
dynamically modulate the human time percept in both the
individual or the collective setups. This effort to consolidate
and dynamically apply this knowledge in mediated reality
among individuals or groups (human or otherwise) has never
been attempted before.

B. Modulating time perception via multisensory stimulation

In ChronoPilot, we envision a body-worn companion de-
vice (set of wearables) that outputs appropriate multisensory
stimuli to expand or compress the human subjective time
experience. The device will stimulate visual, haptic, and/or
auditory channels when needed (see Fig. 1). ChronoPilot will
identify the most effective sensory channels in a particular
situation; for example, some channels that are less relevant to
the performance in a specific task, while others are particularly
suitable to manipulate the most relevant cognitive factors.

Visual and auditory channels will be utilized given that
visual stimulation is simultaneously perceived over a spatially
distributed area with relatively high precision. In contrast,
auditory input does not necessarily require directing the sen-
sor organs to the stimulus, but the acoustic output can be
synthesized, delayed, and mapped to a specific location with
spatial audio techniques, both speaker- and headphone-based.
Audiovisual stimuli can be accurately generated through head-
mounted displays (HMDs), AR glasses, and other external
devices employed in stationary or mobile/nomadic VR/AR
systems. Research in cognitive science described a number
of auditory and visual time-modulating effects that can be
utilized for time manipulation, such as chronostasis effects
from visual flickering stimuli or specific sound sequences and
novelty effects of audiovisual environments [5], [6].

The haptic channel will also be exploited in our design,
given that stimuli transmitted through the skin are harder to
be perceived by others in proximity, guaranteeing privacy,
and can be presented on a large stimulation area that is
often task-irrelevant. Stimuli will be delivered by a set of
actuators (vibrators, thermoelements) positioned in a matrix



in a vest or gauntlet. Different stimulation patterns across the
body will modulate experienced time via, for example, learned
associations or inducing arousal [2], [7], [8]. ChronoPilot will
finally benefit from the effects of multisensory enhancement
through the parallel presentation of stimuli over different sen-
sory channels. Multisensory effects are often more intensive
than the mere addition of its unisensory components; thus, we
will utilize multisensory illusions and attentional effects [9]–
[11] for modulating timing.

C. Autonomously triggered stimuli for time modulation

We plan the ChronoPilot device as an intelligent, au-
tonomous agent that measures and monitors all relevant physi-
ological and perceptual variables of its user, then employs this
to decide which stimuli configuration to apply. These decisions
are sent to the multisensory generator devices described in
the previous section. Hence, ChronoPilot exploits a decision
model that is not only capable of estimating the current
subjective time but also of harnessing the user’s perceptual
input to select stimuli and predict the aggregated effect of
candidate stimuli on the user’s experience.

Besides the link with perceptual content, there is increasing
evidence that our time perception is not only the result of raw
sensory input but that sensations are modulated by emotions
and bodily states [12]. Neuroscientific computational accounts
such as predictive coding, therefore, provide a good starting
point [13], where the human brain is cast as constantly trying
to update its internal generative model of the world to explain
its sensory input. Using recent advances in deep learning,
generative models have recently been scaled up to processing
high-dimensional sensor input [14].

Therefore, generative models provide a good starting point
for our research since they learn an environmental model
directly from sensory input and allow to sample hypothetical
scenarios that enable optimal planning of stimuli generation.
Moreover, they have been used to model psychological and
cognitive factors in time perception, like valence [15] and
short-term memory [16]. Lastly, the planning capacity may
also be helpful in multi-person situations, in which one
ChronoPilot could use its own model to simulate the likely
time perception of another agent.

D. Collective time perception and coordination

Modulating an individual’s subjective time perception in a
useful and efficient fashion is an enough challenging task.
Yet, we plan to consider interacting human groups that need
to coordinate (e.g., in a work environment) and may profit
from a coordinated subjective time percept. In the collective
context, additional challenges may arise, such as the individual
vs. group profit, the group coordination, the dynamic change
in the group size and individuals, etc. Our overall goal is to
maximize the number of participants who are in the flow state.

Our research will consider both groups where individuals’
time perceptions are aligned, as well as groups in which the
individual time perceptions are largely different. We anticipate
the second type of group to be more challenging to achieve

a group state of flow. Consider, e.g., a group of highly
experienced workers who easily get bored by regularly done
tasks, while the same tasks may be perceived as challenging
by an inexperienced group of workers who are new to the job.

We will inherit methods from intelligent agents, multi-agent
systems, and swarm systems [17] to design group coordination
and interaction [18], [19]. We plan to focus on developing
efficient strategies for collective decisions [20] made by groups
of interacting ChronoPilots. Such decisions may be the out-
come of a negotiation process to harmonize time perception
across the group individuals. We aim to develop a set of
methods to coordinate ChronoPilot’s devices to cope with
contradicting user requirements in terms of their subjective
time perception [21], especially in diverse groups. We will
investigate different approaches to detect such conflicts and to
resolve them [22], [23].

As we cannot exclude the possibility that, due to external or
internal sudden changes, users may require different or even
opposite time perception within a short time, we will also
study methods of collective change detection [24]–[26]. This
requires applying change and step detection methods from
statistics to our distributed system based on signal processing
of measured features (e.g., indicators of stress). We plan
a hybrid approach that analyzes data individually by each
ChronoPilot and in a distributed way by matching detected
changes with other group members. Furthermore, we plan to
exploit various interaction models to investigate their impact
on the coherence and the efficiency of the Chronopilot’s col-
lective output. Given the diversity in a human group, we will
also need to develop approaches to detect qualitative changes
in the induced social network, such as the dynamic splitting
of the group into contradicting time perception requirements.

Although the group sizes that we will investigate in reality
will remain small, we will study scalable decentralized meth-
ods that would allow us to use the ChronoPilot approach on
large scales. We plan to achieve a high degree of scalability by
relying on known techniques from swarm robotics [27] as well
as scalable methods of consensus finding with contrarians from
opinion dynamics [28]. Especially to test large-scale systems,
we will develop mediated-reality (simulation) environments
using common tools (e.g., Unity) to study and evaluate our
approaches.

III. CONCLUSION AND OUTLOOK

ChronoPilot will be realized through the interdisciplinary
work of many different areas of science, transforming timing
into a dynamically adjustable notion for both human indi-
viduals and groups. This is now feasible with the essential
technologies becoming readily available, and we can begin
combining them in new ways to harness the full potential of
artificial intelligence techniques in mediated reality.

ChronoPilot’s novel methodology of time modulation will
pave the way for innovative applications and products, im-
proving efficiency, well-being, productivity, creativity, and
safety. The improved understanding of the psychology of time
perception and the complementing technological means to



modulate timing can profoundly impact both technology and
society. Time will no longer constitute a passive, constant,
and immutable factor, but, instead, it will be a novel focal
point around which future socio-technical approaches related
to human-human and human-machine interaction revolve.
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News & Updates

Sponsor In cooperation

A message from the IEEE AIVR general co-chairs
Unfortunately, the COVID situation is not resolving itself as soon as we hoped. Because the safety of our attendants is
most important to us, it is likely that the majority of the conference will run virtually. We are still hopeful to
complement it with at least a small on-location part in Taichung. Rest assured though that in any case, attendants and
authors will not be expected to travel to Taiwan but can present their work and attend virtually.

Clarification
We are aware that there are multiple events that include 'AIVR' in the name. IEEE AIVR is an IEEE sponsored
conference series started in 2018 (see history page). Please be advised that this conference is the only AIVR
conference whose proceedings are published in IEEE Xplore and IEEE CSDL.

September 29, 2021: The link for conference registration is online. Author must upload their final camera
ready paper and register before Oct 20, 2021.

August 13, 2021: The deadline for special sessions, posters & work-in-progress, demos & videos, and industry
paper submission deadlines have all been extended to August 23, 2021.

July 31, 2021: IEEE AIVR2021 is happy to announce [CCVAR] Computational Creativity in Virtual and
Augmented Reality to be in IEEE AIVR 2021's workshop.
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https://www.siggraph.org/
http://sigai.acm.org/
https://sigchi.org/
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Welcome to IEEE AIVR ����!
After three successful conferences in Asia, US and Netherland
respectively, we were looking forward to bring IEEE AVIR back to Taiwan.
Due to the COVID-19 situation, we plan to have a hybrid event. The 4th
IEEE International Conference on Artificial Intelligence and Virtual Reality
(IEEE AIVR 2021) in November 2021 will thus take place in a physical
venue as well as online.

IEEE AIVR is a unique event, addressing researchers and industries from all
areas of AI as well as Virtual, Augmented, and Mixed Reality. It provides
an international forum for the exchange between those fields, to present
advances in the state of the art, identify emerging research topics, and
together define the future of these exciting research domains. We invite
researchers from Virtual Reality (VR) as well as Augmented Reality (AR)
and Mixed Reality (MR) to participate and submit their work to the
program. Likewise, work on AI that has a relation to any of these fields or
potential for the usage in any of them is welcome. Please refer to the
different submission categories under "Call for Contributions" for further
details.
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