
Removing the Wires in Time-Sensitive Networks
Pablo Avila-Campos

IDLab, Ghent University – imec
Ghent, Belgium

Email: pabloesteban.avilacampos@ugent.be

Jetmir Haxhibeqiri
IDLab, Ghent University – imec

Ghent, Belgium
Email: jetmir.haxhibeqiri@ugent.be

Xianjun Jiao
IDLab, Ghent University – imec

Ghent, Belgium
Email: xianjun.jiao@ugent.be

Ingrid Moerman
IDLab, Ghent University – imec

Ghent, Belgium
Email: ingrid.moerman@ugent.be

Jeroen Hoebeke
IDLab, Ghent University – imec

Ghent, Belgium
Email: jeroen.hoebeke@ugent.be

Abstract—From machine control applications to multimedia,
and distributed real-time monitoring, all require a high level
of determinism and low end-to-end latency. Time-Sensitive Net-
working, running on top of Ethernet, has been proposed as the
solution over the past years. This paper analyses the crucial
challenges that need to be overcome to go beyond Ethernet
and seamlessly extend such time-sensitive operation into the
wireless domain. A TSN-compatible design, based on our open-
source WiFi implementation, is presented, with a specific focus
on scheduling. Two experiments, in our IEEE802.11-based W-
TSN testbed, comparing contention arising from a shared and
dedicated time slot were performed. The results show a lower
difference in the number of received packets between shared
and dedicated time slots at smaller time slots.

Index Terms—wireless time-sensitive networking, time syn-
chronization, scheduling, openwifi, WiFi.

I. INTRODUCTION

Rapid developments during the last decade in an increased
machine and people inter-connectivity have paved the road for
the deployment of diverse applications with ever-increasing
demands. Such an increase in demands is not limited to data
rate requirements only but also pertains to ultra-reliability and
low latency deterministic communication. Such demanding
applications span different verticals from industrial automa-
tion, audio/video applications, augmented/virtual reality, to
automation and aerospace industry as shown in Table I.

To support such increasing demand for deterministic com-
munication, a set of standards denoted as Time-Sensitive
Networking (TSN) and applicable to Ethernet networks has
been initiated by the IEEE 802.1 TSN task group. These
standards define an extensive set of network features that
deal with deterministic communication including accurate
time synchronization [1], traffic scheduling and organization
[2], traffic preemption [3], stream policing [4] and traffic
duplication [5]. TSN configuration is standardized under IEEE
802.1Qcc [6], offering fully distributed, fully centralized or
mixed (network centralized/ user distributed) configuration
models assuming wire connections between all network nodes
as well as end-devices.

Looking at the example applications in Table I, it is evident
that many of them should not be confined to wired networks

only, but require support for mobile devices (AR/VR applica-
tions, robotic/AGV communication, etc.) or portable devices
(monitoring, control loops) to increase flexibility. Thus, ex-
tending TSN to wireless networks is a must to keep track of
deterministic application requirements. In the past, wireless
technologies that offered deterministic communication (Wire-
lessHart, IEEE 802.15.4 TSCH, ISA 100.11a [7], [8]) have
been defined, but the offered data rates were only in the
range of hundreds of kBs. Looking at the wireless technology
landscape, the most prominent candidates for higher data rate
deterministic networking are the 3GPP’s cellular networks
(5G) and IEEE 802.11 (WiFi 6). While many times these two
technologies are presented as competitors, for offering time-
sensitive network features they should rather be looked at as
complementary solutions. 5G operates in license bands and
incurs higher deployment and operational costs [9], and can
offer deterministic communication providing its ultra-reliable
low latency communications (URRLC) set of features that
can be integrated with wired TSN. In the case of 5G, the
deployment types can be manyfold, being it a full stand-alone
private deployment, a mixed deployment where the data traffic
is confined within a private network while the control is done
from the public network or a private network slice in a public
network [10]. In cases of small to medium indoor deployments
where communication needs to be confined to private networks
only, WiFi-based TSN networks can prove to be feasible as
well. WiFi has always been a natural extension of Ethernet
networks and comes with far less management and operational
complexity than 5G. However, in the past, as WiFi operates
in an unlicensed spectrum, a lot of emphasis has been put
on further increasing data rates, scaling the networks, and
achieving fairness in accessing the wireless medium. However,
with recent advances in WiFi specifications and promising
research in adding TSN features, WiFi is positioning itself
as a cost-efficient candidate for wireless TSN and will be the
focus of this paper.

In this paper, we present a novel preliminary study measur-
ing how the time slot size in a wireless TSN influences the
cycle throughput. It compares dedicated and shared time slot
cases showing the influence of contention.



Before diving into the road to WiFi TSN, section II will
give a short introduction to TSN in general. Next, section IV
details the requirements for a WiFi-based TSN and the network
challenges in realizing it, while section V gives a preliminary
assessment of scheduling strategies for uplink traffic in W-
TSN. Section VI will conclude this paper with an outlook on
future developments.

Table I
TIME-SENSITIVE NETWORKING USE CASE APPLICATIONS AND THEIR

LATENCY REQUIREMENTS

Applications Latency(ms)

Industry 4.0

AGV/cranes 10 - 20
Functional safety 1-10
Condition monitoring 15-150
Close loop control 0.5-5
PLC/robot 0.5-2

Audio/Video/
Haptics

Live performance 0.5-5
Presentation 5-10
Tour guide 5-10
Haptics 0.5-5
AV conferencing 5-20

AR/VR

Entry-level WI 10-20
Ultimate WI 1-10
Entry-level SI 1-10
Ultimate SI 1-5

II. TSN TUTORIAL

Time-Sensitive Networking (TSN) is a set of standards
defined by the IEEE 802.1 TSN task group1 to support
deterministic communication on top of Ethernet-based (IEEE
802.3) networks. It consists of specifications for several net-
work features: end-to-end accurate time synchronization [1],
traffic scheduling and organization [2], [11], traffic policing
[4], traffic duplication [5] as well as network and application
configuration [6].

The smallest set of features needed to achieve deterministic
networking is end-to-end accurate time synchronization and
traffic scheduling. The IEEE802.1AS standard defines the
mechanism of how the time is synchronized and maintained
between all network devices. The time information is propa-
gated from the time grandmaster to all other network devices.
On each network hop, the time synchronization is based on
a two-way exchange of the synchronization packets. Sync
packets are propagated from the master across the link towards
the slave and are followed by Follow-up packets for more
accurate timestamping. To account for the link delays the
time slave will respond with a Delay Request and will get
a response in the form of a Delay Reply packet. Based on this
two-way handshaking the slave node can obtain all necessary
timestamps to determine the time offset from the time master.

Next to time synchronization, traffic scheduling is the sec-
ond key network feature. In wired TSN, one of the standards
used for traffic scheduling is Time-Aware Shaper (TAS) [2].
Before applying TAS, packets from different traffic flows are

1IEEE Time-Sensitive Networking (TSN) task group

classified in different hardware queues based on e.g. DSCP
values or VLAN tag IDs. TAS then serves each hardware
queue for a portion of time during each communication cycle,
which repeats periodically. Time slots assigned to hardware
queues of a single port of the network device can be shared
or dedicated. All timing inside the communication cycle
is controlled by the Gate Control List (GCL) that can be
programmed at run time from a central controller.

III. THE ROAD TO WIFI TSN

Despite the recent advancements introduced by WiFi 7
[12], achieving wire-equivalent dependable and secure wire-
less communication with time guarantees for usage in time-
critical applications remains a major challenge. Moreover, to
fully leverage end-to-end deterministic communication, it is
important to have a seamless operation between wired and
wireless TSN domains. As such, any upcoming wireless TSN
features need to be fully compatible with wired TSN features
and easy to manage by a unified network controller. As
presented in Figure 1, a wired-wireless TSN that makes use
of WiFi, is built on top of Ethernet as the communication
backbone. This backbone interconnects network management
devices such as the Central Network Controller (CNC), wired
end-nodes, network switches, and WiFi Access Points (AP),
that should support TSN features for the wireless network
part. From the network management perspective, CNC is the
converging point for managing both wired and wireless TSN
domains.
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Figure 1. Typical Ethernet/WiFi Architecture

The wireless network domain inherits its beacon-based time
synchronization that is currently only used for announcing
network presence and for control purposes. Utilization of
such mechanism for time synchronization within the wireless
domain has been done in the past. However, either the accuracy



is not sufficiently high [13] or the synchronization is not
achieved end-to-end and is not unified with the wired TSN
[14]. In order to support Precision Time Protocol (PTP) over
wireless, an accurate timestamping mechanism of PTP-related
packets needs to be implemented, which is missing in current
WiFi interface cards. To mitigate this, accurate timestamping
of PTP packets is needed [15]. Such high accuracy time
synchronization can be further utilized for better channel
access coordination, a second W-TSN main challenge.

The basic contrasts between wireless and wired communica-
tions, such as the changeable capacity of wireless links and the
Packet Error Rate (PER) being typically greater in wireless,
are some of the issues to be addressed when mapping TSN
features to wireless. Another essential factor to consider is the
broadcast nature of wireless. On the one hand, it may allow
for more devices to be reached with a single broadcast, but
it is also more prone to interference. As a result, coordinated
access, as well as interference resilience, are critical.

Another aspect to consider is the multiple access method
used by WiFi. CSMA/CA tries to maximize the medium usage
and lower the amount of collisions by checking whether traffic
is present [16]. To move towards WiFi TSN, channel access
from different nodes needs to be organized and become deter-
ministic. The IEEE 802.11 standard has introduced schemes to
prioritize traffic such as Enhanced Distributed Channel Access
(EDCA) in order to support certain Quality of Service (QoS).
However, such approaches do not maintain determinism in
channel access. In the past, some works such as hMAC
[17], have tried to improve channel access determinism by
introducing TDMA on top of COTS, by achieving determinism
only for downlink communication. In [18] the w-SHARP
technology is presented, achieving sub-millisecond real-time
communication cycles. Such TSN features are promising,
however, in terms of network management and wired-wireless
TSN interoperability, there is still a way to go. Other solutions
have evaluated TDMA on top of WiFi in a network simulator
showing the feasibility of using WiFi for TSN as well [19].
As aforementioned, one of the TSN techniques to achieve
reliability is to assign dedicated time slots (TS). Hence, in a
fully controlled TSN network, a multiple access method is no
longer required for dedicated time slots. However, in a realistic
scenario, time resources are limited, and nodes have different
requirements and priorities which can lead to dedicated or
shared time slot strategies that will be analyzed in Section V.

Control traffic for managing the W-TSN should not only
coordinate the node’s access to channel resources but also
monitor the status of the links. This would inevitably lead
to an increase in overhead in the network compared with
non-TSN WiFi. Opposite to cellular networks, in WiFi-only
a single channel is used for all communications, which might
create bottlenecks. For managing the scheduling mechanism
in W-TSN an approach would be to incorporate scheduling
information in existing WiFi control traffic in the downlink.
Further optimization of channel usage can be achieved by
enriching the data packets with monitoring information [20].

IV. WIRELESS TSN BASED ON OPENWIFI

openwifi2 is the first open-source Linux mac80211 com-
patible full-stack IEEE802.11/WiFi design based on SDR
(Software Defined Radio) [21]. Currently, openwifi includes
most of the 802.11a/g/n features together with the freedom to
test features such as CCA, retransmissions, contention delays,
and more. Currently, WiFi 6 (802.11ax) is under develop-
ment in openwifi with features like higher modulation and
coding schemes, OFDMA, and MU-MIMO. In addition, the
platform’s flexibility offered ample opportunities to implement
and explore new features in view of wireless TSN, including
the design of high accuracy hardware timestamping for PTP
synchronization and a time-aware gating system.

To have unified end-to-end time synchronization, PTP
synchronization over wireless is enabled in openwifi. To
achieve the accurate time synchronization in wireless, precise
timestamping of PTP-related packets is achieved using the
Time Synchronization Functions (TSF) timer [22]. As such,
there is no need for a dedicated hardware clock to achieve
synchronization. Based on the TSF timer resolution that is 1
µs, the achieved accuracy is in the range of ∼ 1 µs [22].
Since the TSF timers of the devices are synchronized with
each other via PTP, end device transmission coordination can
be controlled using such clock.

openwifi supports four different hardware queues. Each of
the queues can support different channel access parameters
(contention window (CW) min, CW max, AFIS, and maximum
transmission opportunity) as specified by IEEE 802.11e. Such
channel access parameters can be dynamically changed at run
time for faster access if needed.

In addition to normal priority-based channel access, open-
wifi supports a gated channel access mechanism for all of the
queues. The gate control mechanism is coordinated by the TSF
timer. The parameters that are specified by the controller are
the communication cycle length, time slot start and time slot
end inside the cycle length for each queue as shown in Figure
2. Then the communication cycle is repeated periodically over
time. At every TSF increment, the modulo operation of the
TSF value and communication cycle length is checked and
if the output is 0 then the new communication cycle starts.
Then, from the communication cycle start, the time slot start
and end are determined. Since the TSF counter accuracy is 1
µs, the smallest time slot that can be applied theoretically is 1
µs. This design is fully compatible with IEEE 802.1Qbv [2].

One additional challenge is to distribute the schedule infor-
mation from the CNC to the wireless end devices in a compact
way, without increasing the control traffic. To achieve this, we
determine a set of allowed cycle lengths that can be written in
the format 2n ∗ 512µs, where n is the value that is distributed
to the end devices to reduce the amount of bits used. Similarly,
the allowed time slot lengths to be used are written in the form
2n ∗ 128µs and is a submultiple of defined cycle length. Then
the information to be sent to the end device includes the n of
the time slot and the time slot ID, defining the position of the

2https://github.com/open-sdr/openwifi
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Figure 2. W-TSN scheduling system

Table II
SCHEDULING NUMEROLOGY

Cycle n 0 1 2 3 4 5 6
TS n
0 4 8 16 32 64 128 256
1 2 4 8 16 32 64 128
2 1 2 4 8 16 32 64
3 0 1 2 4 8 16 32
4 0 0 1 2 4 8 16
5 0 0 0 1 2 4 8
6 0 0 0 0 1 2 4
7 0 0 0 0 0 1 2

time slot inside the cycle. The numerology of such scheduling
information is given in Table II, where cycle and time slot n
are given as well as the number of time slots per cycle.

V. RESULTS

Using the wireless TSN building blocks presented in Section
IV, a preliminary assessment of scheduling strategies for
uplink traffic is performed.

As demonstrated by different works, TSN scheduling to
guarantee bounded latency and high reliability is a complex
problem [23], [24]. Considering every node has its own
requirements, with diverging traffic flow priorities, plus a
constantly changing environment and limited time resources,
it is important to devise strategies to optimize time slot usage.

As not all traffic flows are high priority, and TSN aims
for coexistence between time-sensitive and best-effort traffic,
time slot sharing becomes a clear option to optimize resource
usage. However, not only the traffic priority plays a role in
the sharing/not-sharing decision. A wireless end node has
variables such as the link data rate, application packet size,
traffic types, assigned time slot size, and others that should
also be taken into consideration.

In case of dedicated time slots, there is only a single node
transmitting in the time slot and contention mechanisms like
CW , NAV , DIFS, or EIFS are not required anymore.
Hence, equation 1 presents the necessary time for transmitting
a 118 bytes packet at 65 Mbps link rate using IEEE 802.11n:

TotalD = TDATA + TSIFS + TACK

TotalD = 14.52 + 13 + 93.33

TotalD = 120.85µs

(1)

As shown in Equation 1, TACK presents the largest delay.
This is because the ACK, as all control packets, is transmitted
at the lowest data rate, in this case 6 Mbps.

Alternatively, a shared time slot requires the aforementioned
contention mechanisms. Besides this, the variable nature of the
channel or hidden node problem might introduce collisions,
which lead to bigger delays due to re-transmissions and back-
off.

TotalS = TDIFS + TDATA + TSIFS + TACK + CW

TotalS = 28µs+ 14.52µs+ 13µs+ 93.33µs+ CW

TotalS = 148.85µs+ CW

(2)

Equation 2 shows the delay of a single uplink packet
transmission in a shared time slot. Again, IEEE802.11n is used
with a packet of 118 bytes. In comparison with Equation 1,
DIFS and CW are added. In this Equation, CW represents
back-off. From TotalD and TotalS we already notice the
theoretical advantage of a dedicated time slot to fit more
packets per cycle. Having introduce both scheduling options,
the measurements comparing these two scenarios are presented
in the following subsections.

A. Setup Description

As introduced in Section IV, the openwifi IEEE802.11/WiFi
baseband chip/FPGA design, along with the TSN extensions,
is used on top of the ADRV9361-Z7035 Software Defined
Radio (SDR), which combines the Analog Devices AD9361
integrated RF Agile Transceiver and the Xilinx Z7035 Zynq®-
7000. An Ethernet interface is added using the carrier card
ADRV1CRR-BOB/FMC [21].

The infrastructure mode wireless network, as shown in
Figure 3, consists of three nodes: one access point (AP) and
two stations, all of which are connected to a PC acting as the
Central Network Controller (CNC) for the W-TSN.

For the wireless environment, a WiFi channel 36 with
20MHz bandwidth is used. No other nodes are using this
channel or any overlapping channels during the experiments.
Hence, no external interference is considered during the ex-
periment.

B. Shared vs. Dedicated Time Slot Measurements

During the measurements all the network nodes are syn-
chronized using PTP over WiFi [22]. The AP is set to be
the PTP master node, while the stations are PTP slave nodes.
Furthermore, as shown in Figure 4, PTP traffic, UL and DL,
is confined to a different time slot inside the communication
cycle, not to interfere with the data traffic.

The selected cycle length is 65535µs, and the time slot (TS)
size ranges from 128µs to 1024µs. In line with the theoretical
calculations in Equations 1 and 2, a fixed data rate of 65 Mbps
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is used with IEEE802.11n. The injected traffic emulates one of
the typical time-sensitive applications, namely machine control
traffic. A total of one thousand UL packets are periodically
generated every 1 ms for every experiment.

In the non-shared measurements, all contention mechanisms
are disabled, hence once a TS is available and the client has
a packet queued, it will transmit immediately. Figure 5 shows
the results of mode values for both measurements.

In Figure 5, the purple bar represents the number of packets
that arrived at the AP from a unique client not sharing its
TS. As expected, the longest the TS, the higher the number
of arrivals. The blue and orange bars represent the number
of arrived packets at the AP when two clients, (C1 and C2),
share the TS. Finally, the yellow bar represents the addition
of both clients’ arrivals in the shared TS experiment.

It is clear from Figure 5 how the contention produced by
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both clients sharing the TS, decreases the number of packets
transmitted and thus received by the AP compared with the
non-shared case. It is also noticeable how this difference
becomes bigger when the TS size increases.

Complementary to this, it is also clear that Equations 1 and
2 certainly reflect the behavior captured with the experiments.

Table III
CYCLE THROUGHPUT

Shared (bps) Dedicated (bps)

TS size (us) C1 C2 C1 + C2

128 14.404 0 14.404 28.808
256 14.404 14.404 28.808 43.212
512 14.404 28.808 43.212 72.02

1024 28.808 14.404 43.212 100.828

Table III presents a comparison of cycle throughput (CT)
for both experiments using the number of received packets
at the AP - mode. CT was calculated considering UL packet
sizes of 118 bytes and a cycle length of 65535µs. As this is
almost completely dependent on the number of packets, the
tendency is the same as in Figure 5.

After examining the numbers of Table III, it might be
concluded that the CT is rather low compared with current
wireless communication systems. However, the experiment’s
schedule represents an extreme case. In a normal scenario,
higher data rates, bandwidths, and TS would be used, as
well as smaller cycles and more TS per cycle, increasing the
achievable throughput. In this experiment the assigned time
percentage ranged from 0.07% for TS 128 µs case to 1,56 %
for the TS 1024 µs case. Such small percentage of air time
clearly show that the achieved CT depends on the assigned
schedule.



VI. CONCLUSION

In this paper, we presented some of the main challenges
that need to be overcome to achieve a seamless Ethernet/WiFi
TSN network. Despite the industry is still skeptical that the
same performance level in synchronization, latency, security,
and reliability can be achieved over wireless, TSN features on
top of WiFi are bringing wireless closer to this deterministic
vision.

Still, additional research effort is required in features such
as scheduling in a wireless environment. The variable nature
of the channel together with the limited amount of resources
requires adaptable mechanisms that are not only able to
allocate time-sensitive but also best-effort traffic. Then, it is
important to consider instruments such as time slot sharing for
lower priority streams.

Using our TSN features built on top of openwifi, a small-
scale W-TSN testbed was built and measurements were con-
ducted to compare shared and dedicated time slots. Together
with a complementary theoretical analysis, it was demon-
strated how contention produced by CSMA/CA in a shared
time slot, directly impacts the received throughput.

Regarding future work, a study considering variables such as
data rate, different packet sizes, generation time effects, higher
bandwidths, and bigger time slot sizes with optimization and
machine learning techniques will be performed.
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