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Abstract—Graphene-based interconnects are considered 

promising replacements for traditional Cu interconnect 

thanks to their great electric properties. In this paper, an 

interconnect-memory co-design framework is developed to 

efficiently optimize various graphene-based interconnect 

technologies. Four interconnect materials and two 

heterogeneous design schemes are benchmarked against 

their traditional Cu counterparts to optimize large cache-

level SRAM performance in terms of delay and energy per 

access, energy-delay product (EDP), and energy-delay-area 

product (EDAP). A large design space exploration is 

performed based on realistic subarray design and device 

technology. Various interconnect- and array-level design 

parameters are studied to quantify the true potential of 

graphene-based wires for optimal memory performance. 

Keywords—Graphene, heterogeneous interconnect, SRAM, 

benchmarking, design/technology co-optimization. 

I. INTRODUCTION 

The technology research becomes more “interconnect-

centric” at sub-10 nm nodes due to the large resistance of 

traditional Cu interconnect caused by the ever-increasing size 

effect and impact of barrier thickness on wire and via resistance 

[1-4]. To address the challenges of the interconnect, enormous 

research efforts have been performed, including those proposing 

new interconnect materials, such as Cobalt, Graphene, and 

Ruthenium [5, 6]. Graphene is considered a potential alternative 

to traditional interconnect material to enhance power-efficient 

systems due to its good electric properties, including excellent 

current conductivity and large mean free path (MFP)  [7, 8]. In 

addition, it provides a small capacitance due to its thin geometry 

and quantum capacitance, which results in decreasing dynamic 

power dissipation. However, graphene interconnects have 

several challenges, including (i) large contact resistance, leading 

to a limited usage for very short interconnects at local levels, and 

(ii) a limited number of available graphene layers due to the 

fabrication process, which leads to a large resistance and limits 

the usage of graphene for thick interconnects at global levels 

compared to their Cu counterpart. As a result, graphene is more 

suitable for the intermediate-length interconnect, which is the 

focus of this research. 

To evaluate the potential benefit of graphene interconnects, 

we choose a large SRAM cache as our benchmarking circuit 

because it is one of the major components in all digital 

processors, and the SRAM has good compatibility with industry 

CMOS processes, high density, great cost-efficiency, and lower 

leakage compared to the DRAM [9]. In addition, the 

interconnect of an SRAM array consists of wordlines (WLs), 

bitlines (BLs), and H-trees which span a large range of lengths 

and widths across different interconnect levels, which makes it 

an excellent study for benchmarking intermediate-length 

interconnects using emerging technologies. 

Existing work has investigated beyond-Cu intermediate-

length interconnection for the SRAM application based on the 

ASU Predictive Technology Model (PTM) with the updated 

CACTI framework [10-12]. However, predictive models are 

known to have a limited accuracy due to their extrapolation for 

key device-level parameters. The predictive technology model 

cannot accurately capture the realistic device characteristics 

from the fabrication processes and complex physical behaviors, 

especially for devices at technology nodes beyond 10 nm. 

Because of the close interaction between device and 

interconnect, it is critical to perform a rigorous simulation based 

on the realistic industry-standard cell library to investigate the 

true performance benefits of advanced interconnect materials at 

deeply scaled technology nodes. 

In this paper, we will use a technology library that has been 

experimentally verified. In addition, we will develop a dedicated 

cache subarray, whose structure consists of WLs, BLs, flip-flop, 

column mux, write driver, sense amplifier, and array matrix. The 

performance of the high-density subarray is modeled based on 

the realistic data extracted from experiments. Compared to the 

analytical subarray model from CACTI, the adopted subarray 

will provide more precise and meaningful trade-offs among 

technology parameters and structural design, allowing an 

efficient and accurate design/technology exploration at the cache 

level. 

Although the impact of the graphene-based interconnects on 

cache-level performance has been investigated [10], an ideal 

assumption of an unlimited number of graphene layers is made, 

which is not realistic considering the actual fabrication process. 

In this work, we will quantify the impact of the number of 

available graphene layers on the cache-level performance. In 

addition, to fully utilize the advantage of graphene, we propose 

two heterogeneous interconnect design schemes, and different 

interconnect materials are used at intra-subarray level (e.g. BLs 

and WLs) and inter-subarray level (e.g. H-trees). Key trade-

offs among a variety of heterogeneous interconnect parameters 

are investigated, including different material options, geometry 

design, such as aspect ratio and width, and cache size. The main 

contributions of the work are highlighted below. 

• An efficient interconnect/cache co-design framework is 

developed by incorporating realistic device technology and 

subarray design for ultra-scaled technology nodes.   

• Four promising graphene-based interconnect options are 

benchmarked against Cu counterparts, and a large design 
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space is explored to maximize the potential benefits of 

graphene for the cache-level performance. 

• We propose two heterogeneous interconnect design schemes 

to fully utilize graphene and quantify the impact of the 

number of graphene layers on the cache-level performance. 

• Valuable design insights are provided to cache designers and 

interconnect technologists to mutually acknowledge the 

process and material requirements and to design more 

appropriate interconnect materials for SRAM systems. 

II. MODELING APPROACHES 

A. Interconnect Modeling 

Based on the existing modeling work, four promising types 

of interconnect materials are adopted to quantify their impacts 

on the cache array-level performance, including (1) Copper (Cu) 

for the baseline, (2) graphene-capped Ruthenium (Ru), (3) 

graphene-capped Cu, and (4) thick graphene [10, 13-21]. 

For the baseline Cu interconnect, its resistivity model 

follows existing work with a side wall specularity of 0.5 and a 

grain boundary reflectivity of 0.5 that are calibrated based on 

experimental data [17, 22]. For general graphene-based 

interconnects, the current flowing through a single-layer 

graphene is obtained by the Landauer formula [23], which is a 

function of the effective mean-free-path (MFP) of graphene. 

The MFP depends on several factors, including the graphene 

edge roughness and substrate material property. In the previous 

work [10], the MFP has been fitted based on the mobility 

extracted based on experimental data by the semiclassical 

equation (1) [24, 25] 

𝜎 = 𝑒𝑛𝜇 =
2𝑒2

ℎ
(√𝜋𝑛 ∙ 𝑀𝐹𝑃) (1)  

where 𝑛 is carrier density, 𝜎 is conductivity, and 𝜇 is mobility. 

At 𝑛 ≈ 4.85 × 1010𝑐𝑚−2, the MFP is set as 460𝑛𝑚 based on 

the existing work [14], which scales up with the increase of 

width due to the edge scattering. Assuming side contacts are 

used, the graphene contact resistance is given by 𝑅𝑐𝑜𝑛/

(𝑊𝑁𝑙𝑎𝑦𝑒𝑟), where 𝑊  is the interconnect width, 𝑁𝑙𝑎𝑦𝑒𝑟  is the 

number of graphene layers, and 𝑅𝑐𝑜𝑛 is the contact resistance of 

100 Ω⋅μm [21]. 

 
Fig. 1. Resistance per unit length versus width for four interconnect materials 

with an aspect ratio of 1. 

For graphene-capped Ru, the resistance per unit length is 

extracted based on experimental data for different thicknesses 

[15]. For graphene-capped Cu, the electrons scatter less 

frequently inside Cu, and 3× of the grain size is adopted to 

capture such an effect based on the existing experimental work 

[18-20]. To compare different interconnect materials under a 

given aspect ratio of 1, the resistance per unit length is shown in 

Fig. 1, where thick graphene provides the best resistance at a 

small width thanks to its large MFP. The capacitance per unit 

length of the interconnect is extracted by Synopsys Raphael for 

various interconnect geometry [26]. In the H-tree, the 

interconnect delay model with repeater insertion under the 

optimal repeater size and spacing follows the previous work 

based on original models from CACTI [10, 11], and the circuit 

schematic is shown in Fig. 2.  

 
Fig. 2. Circuit model for interconnects with optimal repeater insertion. 𝑅𝑜 is the 

the repeater output resistance, 𝐶𝑑 and 𝐶𝑔 are device drain and gate capacitance, 

respectively, 𝑅𝑤  and 𝐶𝑤  are interconnect resistance and capacitance, 

respectively, and addional contact and quantum resistance 𝑅𝑐𝑜𝑛 and 𝑅𝑞𝑢𝑎𝑛𝑡𝑢𝑚 

are added on each side of the interconnect for graphene. 

B. Heterogeneous Interconnect Design under the Impact of 

Limited Number of Graphene Layers 

The resistance per unit length shown in Fig. 1 assumes that 

an unlimited number of graphene layers can be achieved during 

the fabrication process. In reality, the graphene performance 

highly depends on the available number of graphene layers, 

defectivity levels, and the resistance per unit length of graphene 

may be larger than the graphene-capped Cu or even the 

traditional Cu counterparts if the number of graphene layers is 

limited. For example, in the intra-subarray level interconnect, 

the aspect ratio is usually large to reduce the resistance per unit 

length of the interconnect. Therefore, Cu interconnects can be 

made much thicker than graphene interconnects, and graphene 

cannot be competitive to Cu if only a few layers are available. 

To fully utilize the potential of graphene interconnects, we 

propose heterogeneous interconnects, namely using a 

combination of graphene-capped Cu and thick graphene for 

inter- or intra-subarray levels depending on the width and aspect 

ratio. 

 
Fig. 3. Delay per unit length under the optimal repeater size and spacing versus 

interconnect width for graphene-capped Cu and thick graphene under the aspect 

ratio of 1 with a max number of graphene layers of (a) 10 and (b) 100. 

Based on the interconnect repeater insertion model 

described in the previous subsection, Fig. 3 shows the delay per 

unit length versus the interconnect width under the optimal 

repeater insertion with a max number of graphene layers of 10 

and 100. For the thick graphene with 10 layers, a threshold 

interconnect width of 9.2 nm can be observed, below which 

thick graphene provides a better delay per unit length compared 

to its graphene-capped Cu counterpart. This is because the 

severe size effect of Cu increases the resistance per unit length 

substantially compared to the thick graphene counterpart. If the 

max number of graphene layers increases to 100 as shown in 

Fig. 3 (b), the critical width increases to 40.9 nm, meaning that 

a wider range of interconnects can take advantage of the low 
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resistance of thick graphene to minimize the delay. Here, we 

propose a heterogeneous interconnect design scheme to choose 

the best material based on the interconnect width at intra- and 

inter-subarray levels. If the width is below (or above) the 

threshold, thick graphene (or graphene-capped Cu) will be used 

for that level. 

 
Fig. 4. Threshold width versus aspect ratio of interconnects with optimal 

repeater insertion at the max number of graphene layers. 

In Fig. 3, only two different max numbers of  graphene 

layers, 10 and 100, are investigated under a fixed aspect ratio of 

1, and in Fig. 4, we sweep the aspect ratio and the corresponding 

threshold widths are extracted for different numbers of graphene 

layers. For a given number of graphene layers, the threshold 

width keeps decreasing as the aspect ratio increases because Cu 

interconnects benefit from the large cross-section area. From 

Fig. 4, designers can obtain valuable information regarding how 

to choose the best material based on the interconnect geometry 

and number of available graphene layers. For example, two 

dashlines in Fig. 4 show the intra- and inter-subarray 

interconnect widths. For intra-subarray interconnects with an 

aspect ratio of 2, in order for graphene to outperform graphene-

capped Cu in terms of delay per unit length, more than 30 

graphene layers are needed; for inter-subarray interconnects 

with an aspect ratio of 1, the minimum number of graphene 

layers to outperform graphene-capped Cu counterpart increases 

to 50.  

It can be observed that the required number of graphene 

layers will highly depend on the width as well as the optimal 

aspect ratio during the design of the cache. Here, only delay per 

unit length is considered as the target metric. During the 

optimization of the cache array-level performance in Section III, 

the energy will also be considered by minimizing the overall 

EDP. Depending on the trade-off in delay and energy, the 

optimal aspect ratio of interconnects on different levels will be 

obtained, which determines the best material choices, i.e., 

heterogeneous interconnects. In the next section, we will 

investigate two heterogeneous design schemes, where the intra- 

and inter-subarray level interconnects use different 

combinations of the interconnect materials, to maximize cache-

level performance.  

C.  Subarray Models 

To enable a fast, accurate, and flexible analysis of the 

latency and energy dissipation of large cache modules, we have 

developed a high-level equation-based model for the SRAM-

based . The accuracy of this model has been verified based on 

extensive electrical-level simulations. The device models are 

adopted and calibrated from imec experiments and standard-cell 

library. Device parameters, including gate capacitance, drain 

capacitance, ON current, supply voltage, temperature-

dependent leakage current, and threshold voltage are extracted 

by Cadence Spectre and Synopsys HSPICE simulations [27, 

28]. The overall methodology of our proposed high-level 

modeling for the energy and latency are shown in Fig. 5. 

 
Fig. 5. Design methodology for the high-level modeling of the latency and 

energy of the SRAM subarray. 

1) Modeling of the Subarray-Level Latency 

The first step toward such high-level modelling is 

approximating the subarray-level latency.  In this regard, we 

model the read and write latencies as follows: 

𝑇𝑟𝑒𝑎𝑑 = 𝑡𝑑𝑒𝑐𝑜𝑑𝑒 + 𝑡𝑊𝐿 + 𝑡𝐵𝐿 (2) 

𝑇𝑤𝑟𝑖𝑡𝑒 = 𝑡𝑑𝑒𝑐𝑜𝑑𝑒 + 𝑡𝑊𝐿 + 𝑡𝐵𝐿 + 𝑡𝑏𝑖𝑡−𝑓𝑙𝑖𝑝 (3) 

where 𝑡𝑑𝑒𝑐𝑜𝑑𝑒 , 𝑡𝑊𝐿 , 𝑡𝐵𝐿 , and 𝑡𝑏𝑖𝑡−𝑓𝑙𝑖𝑝 are the decoder latency, 

charging latency for the wordline (WL) and bitline (BL), and 

bit-flip latency, respectively. The calculation of the decoder 

latency is fully aligned with mature high-level memory 

simulators [29]. On the other hand, bit-flip latency (in the write 

latency equation) is required for the content of the SRAM to be 

switched, which can be derived from a one-time electrical-level 

simulation. In the high-level modeling, besides accuracy, speed 

and flexibility are also essential. In this regard, our latency 

approximation only covers the dominant latency terms, and it is 

in good agreement with the electrical level simulation.  

Based on the induced RC load on the WL and BL, the 

charging latency can be determined. The resistive load of both 

the WL and BL originated from the interconnect parasitic 

resistance. The capacitance of the lines originated from the 

interconnect parasitic capacitance as well as the capacitive load 

from the access transistors. For the WL and BL, the gate and 

drain of the access transistor have a contribution to the 

capacitive load, which is characterized based on electrical-level 

simulations. In this work, we have modeled the BL and WL as 

an RC network. Hence, the latency term corresponding to WL 

and BL charge latency can be calculated through the Elmore 

delay equation. For calculating the interconnect parasitic 

resistance and capacitance, we have reused the equation from 

the existing work [29]. Our proposed high-level modeling has 

been calibrated based on the subarray-level latency through 

electrical simulations. To have an accurate latency modeling 

and to calibrate the high-level model, we have swept the 

interconnect feature size in the acceptable range corresponding 

to the technology node [22]. 
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2) Modeling of the Subarray-Level Energy 

After calibrating the RC parasitic of the WL and BL, we 

proceed with the energy approximation. For the write operation, 

dynamic energy stored in the interconnect parasitic capacitor of 

the WL and BL, the bit-flipping, write drivers enabler, decoder, 

the timing control (write mode), as well as the non-negligible 

leakage energy are the main terms that contribute to the total 

write energy dissipation. Like the dynamic energy stored in the 

interconnect parasitic capacitor, enabling the write driver also 

requires a capacitor to be charged. Therefore, these energy terms 

can be calculated as (𝐶 × 𝑉2). In a similar way, the energy of 

the timing control module can be calculated by performing the 

integral on its dynamic power during its activation time. For the 

decoder energy as well as its latency, we have reused the models 

developed in the existing work [29].  

For the subarray-level read operation, besides dynamic 

energy stored in the interconnect parasitic capacitor of the WL 

and BL, the decoder, the timing control (read mode) and the 

leakage energy, sense amplifier, column multiplexer enabler, 

and output latches are the other energy contributors. To enable 

the multiplexer, a capacitor should be charged, and its 

corresponding energy term is (𝐶 × 𝑉2). For the sense amplifier 

and output latches, performing the integral on their dynamic 

power during their activation time results in energy dissipation.  

The energy consumption of the memory can also be 

calculated by electrical-level simulation of the full memory 

array and periphery. However, this approach is too slow and 

effortful, particularly for the higher-level design exploration. 

Therefore, high-level simulation of the energy terms can be 

quite helpful. For instance, for the bit-flip energy, besides the 

write drivers, we have considered only one SRAM cell, and the 

entire row and column have been represented as the 

corresponding RC load. The energy of the sense amplifier can 

be measured by considering the entire column, while only the 

equivalent RC load of the row is involved in the simulation. 

 As shown in Fig. 5, the terms of the main energy 

contributions are determined accurately. Once the high-level 

model of the energy closely converges to the energy through the 

electrical simulation, fitting parameters (𝐴𝑟𝑒𝑎𝑑 and 𝐴𝑤𝑟𝑖𝑡𝑒) can 

be applied to the high-level model of the energy. The following 

equations show the model for the write and read energy:  

𝐸𝑊𝑟𝑖𝑡𝑒 = 𝐴𝑤𝑟𝑖𝑡𝑒 × (𝐸𝑑𝑒𝑐𝑜𝑑𝑒𝑟 + 𝐸𝑡𝑖𝑚𝑖𝑛𝑔𝐶𝑡𝑟𝑙(𝑤𝑟𝑖𝑡𝑒) +

𝐸𝑊𝐿 + 𝐸𝐵𝐿 + 𝐸𝑏𝑖𝑡−𝑓𝑙𝑖𝑝 + 𝐸𝑊𝑟𝑖𝑡𝑒𝐷𝑟𝑖𝑣𝑒𝑟𝐸𝑁)+𝐸𝑙𝑒𝑎𝑘𝑎𝑔𝑒 
(4)  

 

𝐸𝑅𝑒𝑎𝑑 = 𝐴𝑟𝑒𝑎𝑑 × (𝐸𝑑𝑒𝑐𝑜𝑑𝑒𝑟 + 𝐸𝑡𝑖𝑚𝑖𝑛𝑔𝐶𝑡𝑟𝑙(𝑟𝑒𝑎𝑑)

+ 𝐸𝑊𝐿 + 𝐸𝐵𝐿 + 𝐸𝑆𝐴 + 𝐸𝑐𝑜𝑙𝑀𝑢𝑥

+ 𝐸𝑜𝑢𝑡𝐿𝑎𝑡𝑐ℎ) + 𝐸𝑙𝑒𝑎𝑘𝑎𝑔𝑒 

(5)  

where 𝐴𝑤𝑟𝑖𝑡𝑒 and 𝐴𝑟𝑒𝑎𝑑 are the fitting parameters for write and 

read energy, respectively. 𝐸𝑑𝑒𝑐𝑜𝑑𝑒𝑟 , 𝐸𝑡𝑖𝑚𝑖𝑛𝑔𝐶𝑡𝑟𝑙(𝑤𝑟𝑖𝑡𝑒) , 

𝐸𝑡𝑖𝑚𝑖𝑛𝑔𝐶𝑡𝑟𝑙(𝑟𝑒𝑎𝑑) ,  𝐸𝑊𝐿 , 𝐸𝐵𝐿 , 𝐸𝑏𝑖𝑡−𝑓𝑙𝑖𝑝 , 𝐸𝑊𝑟𝑖𝑡𝑒𝐷𝑟𝑖𝑣𝑒𝑟𝐸𝑁 , 𝐸𝑆𝐴 , 

𝐸𝑐𝑜𝑙𝑀𝑢𝑥, 𝐸𝑜𝑢𝑡𝐿𝑎𝑡𝑐ℎ, and 𝐸𝑙𝑒𝑎𝑘𝑎𝑔𝑒 are the decoder energy, energy 

for the write/read timing control, wordline (WL), bitline (BL), 

bit-flip, write driver enable, sense amplifier, column Mux, and 

output latch, and leakage energy, respectively. 

D. Cache-Level Memory Models 

An open-source and well-known simulator, CACTI, is 

adopted to optimize the SRAM array [11, 30]. CACTI sweeps 

the cache organization parameters to obtain optimal parameters 

for target metrics the user defined. The array access critical path 

contains input and output H-tree from outside and inside of the 

bank and timing path from the subarray that is designed by imec 

researchers. The original CACTI has been already validated by 

SPICE simulation and reported data from the commercial 

caches for Intel 65nm L3 cache and Sun SPARC 90nm L2 cache 

[30]. With a validated cache simulator, various interconnect 

configurations and organization parameters can be efficiently 

explored at the early design stage with a good accuracy. 

To integrate the subarray designed by imec researchers, key 

performance metrics, such as delay, energy, and area for various 

components in the original CACTI will be updated based on the 

actual values extracted from the realistic experimental data and 

simulation. In addition, the number of rows and columns, 

column decoders, MUXs, and output sense amplifiers follow the 

values provided by imec, which will affect the exploration of the 

cache organization. In this work, critical trade-offs among 

interconnect parameters are performed, including the 

interconnect width, aspect ratio, and the number of available 

graphene layers, to optimize cache-level SRAM performance. 

Generic guidelines to material technologists and system 

designers will be provided based on the comparison among 

different interconnect parameters and Cu-based counterparts to 

identify true benefits of promising graphene-based 

interconnects and realize energy-efficient memory systems. 

III. SIMULATION RESULTS 

Based on the modeling approaches in Section II, the 

performance analysis is performed at the cache level. We will 

investigate five interconnect materials (i.e., Cu, graphene-

capped Ru, graphene-capped Cu, thick graphene, and 

heterogeneous interconnects where graphene-capped Cu and 

thick graphene are adopted for intra- and inter-subarray levels, 

respectively) and four cache sizes (i.e., 0.5MB, 2MB, 16MB, 

and 128MB) in the case study. 

A. Impact of Interconnect Geometry on Cache Performance 

One key benefit of graphene-based interconnect is its large 

MFP, which potentially lowers the resistance. Because the 

resistance highly depends on the geometry, the impact of wire 

aspect ratio and width are investigated for intra- and inter-

subarray wires to maximize the SRAM array-level performance.  

Under different intra-subarray interconnect aspect ratio 

assumptions, the breakdown bar charts of access time and 

energy for different interconnect widths are shown in Fig. 6. The 

interconnect width is scaled with a width scaling factor, which 

is applied to multiply the standard interconnect width to quantify 

the width impact on different array-level performance. The 

scaling factor of 1 corresponds to an intra-subarray interconnect 

width of 11.35 nm. Here, the default cache size is 16MB with 4 

banks using the subarray with 128 columns, and the 

associativity is 2 under the inter-subarray interconnect aspect 

ratio of 1 and width scaling factor of 1. The delay and energy 

per access of the cache contain subarray and input and output H-

tree of outside and inside the bank. Fig. 6 shows that the output 

H-tree dominates the overall energy due to a large number of 

data bits and interconnect length.  

In general, a larger interconnect aspect ratio helps to 

improve the delay due to a larger cross-section area and smaller 

interconnect resistance, but it increases the energy due to the 

larger line-to-line capacitance. In Fig. 6 (a), when the intra-
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subarray interconnect width is small, the delay improves with 

the increase of the width thanks to the reduced interconnect 

resistance per unit length. However, as the width becomes large, 

both delay and energy increase because of the area overhead, 

which increases the total interconnect length. In short, the array-

level performance is either (i) limited by the access time if the 

intra-subarray interconnect width is too small or large or (ii) 

limited by the energy if the width is too large. Note that for the 

energy per access in Fig. 6 (b), the y axis is shown in log scale 

due to the large span in different energy components. 

 

 
Fig. 6. (a) access time and (b) read energy (power delay product) per access 

breakdown bar chart versus intra-subarray width scaling factor for a variety of 

aspect ratio using thick graphene interconnects. Here, the cache size is 16MB 

with associativity of 2 with 4 banks using subarray with 128 columns under the 

inter-subarray interconnect aspect ratio and width scaling factor of 1. (c) and 

(d) show the access time and read energy (power delay product) per access for 

a 128MB cache with the same configurations as (a) and (b). 

Fig. 6 (c) and (d) show the delay and energy for a larger 

cache size of 128 MB. Compared to Fig. 6 (a) and (b), the 

overall trend is similar, except for the fact that the delay and 

energy contributions from the H-tree inside the bank increase 

due to the increase of the bank size. To take both delay and 

energy into account, the EDP versus the intra-subarray 

interconnect width scaling factor for different aspect ratios is 

shown in Fig. 7 (a) and (c), where an optimal width exists to 

minimize the EDP. Under the consideration of array area, 

optimal intra-subarray width and aspect ratio of interconnects 

exists to minimize the EDAP, as shown in Fig. 7 (b) and (d). 

Overall, interconnects with a large aspect ratio at the nominal 

width are preferred to minimize the cache-level EDP and EDAP.  

B. Impact of Number of Graphene Layers on Cache-Level 

Performance 

As described in Section II B, the number of available 

graphene layers strongly affects the resistance per unit length. 

To quantify the true advantage of graphene for cache-level 

performance, Fig. 8 shows the cache-level EDP for various 

graphene-based interconnect options under different 

assumptions in the max number of graphene layers. Here, two 

heterogeneous interconnect design schemes (black and pink 

curves) are investigated, namely using two interconnect 

materials combinations for intra- and inter-subarray wires. 

 

 
Fig. 7. (a) EDP and (b) EDAP versus intra-subarray graphene interconnect 

width scaling factor for a variety of aspect ratio. Here, the cache size is 16MB 

with associativity of 2 with 4 banks using subarray with 128 columns under the 

inter-subarray interconnect aspect ratio and width scaling factor of 1. (c) and 

(d) show the EDP and EDAP for a 128MB cache with the same configurations 

as (a) and (b). 

 
Fig. 8. EDP comparison of cache using Cu, graphene-capped Cu, thick 

graphene, and heterogeneous interconnect design schemes versus the max 

number of graphene layers for a cache size of 0.5MB for an associativity of 2 

with 4 banks using the subarray with 128 columns under the optimal intra- and 

inter-subarray interconnect aspect ratio and width. 

In Fig. 8, when the number of graphene layers is large,  using 

graphene for both intra- and inter-subarray interconnects 

provides the best performance due to the small delay per unit 

length as shown in Fig. 3 and Fig. 4. However, the performance 

of graphene-based cache keeps decreasing as the number of 

graphene layers decreases due to the increasing resistance, 

especially for the cache using thick graphene for all 

interconnects. For the heterogeneous interconnect design 

scheme of using thick graphene only for inter-subarray 

interconnects (pink curve), the SRAM can provide the best 

performance when there is ~25 layers of graphene layers. This 

is because the aspect ratio of intra-subarray interconnects is 

much larger than the inter-subarray interconnects due to the 

narrow bitline and wordline width. The cache can overcome the 

(a) (b)

For each intra-subarray width scaling factor, bars from left to right are 

intra-subarray aspect ratio of 1 2 3 4

For each intra-subarray width scaling factor, bars from left to right are 

intra-subarray aspect ratio of 1 2 3 4

(c) (d)

(a) (b)

(c) (d)

29%

40%
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limitation of the available number of graphene layers by using 

graphene-capped Cu for intra-subarray interconnects while at 

the same time taking advantage of the low resistance and 

capacitance of thick graphene for the inter-subarray wires. 

In conclusion, the optimal material choice highly depends 

on the number of available graphene layers. When the number 

of graphene layers is below 20, graphene-capped Cu is preferred 

for both intra- and inter-subarray interconnects; heterogeneous 

interconnects using thick graphene only for inter-subarray 

interconnects provide the best EDP when the available number 

of graphene layers is between 20 and 30, as shown in the pink 

curve. When the number of graphene layers is above 30, thick 

graphene can be used for all intermediate layers and up to 40% 

EDP reduction can be observed compared to the traditional Cu 

counterpart when 60 graphene layers are available. 

C. Impact of Cache Size on Cache Performance 

To quantify the impact of cache size at the array-level 

performance, Fig. 9 shows the optimal delay and energy for four 

materials under the optimal intra-/inter-subarray interconnect 

aspect ratio and width. In general, the delay and energy increase 

with the increase of cache size due to the long wires, especially 

for the H-tree. The subarray energy is insensitive to the cache 

size due to the similar number of active subarrays. Using thick 

graphene provides the best delay and energy due to the small 

resistance thanks to its large MFP and thin geometry. The delay 

of graphene-capped Ru is large because of its large resistance 

per unit length, leading to a large EDP, as shown in Fig. 10 (a). 

Graphene-capped Cu is the second-best choice and up to 29% 

and 30% reduction in EDP and EDAP, respectively, can be 

observed compared to the Cu counterpart. The reduction of 

optimal EDP and EDAP is up to 41% and 42.6% for thick 

graphene compared to Cu counterparts.  

 
Fig. 9. Optimal (a) access time and (b) read energy (power delay product) per 

access breakdown bar chart versus cache size under associativity of 2 with 4 

banks using subarray with 128 columns under the optimal intra- and inter-

subarray interconnect aspect ratio and width. 

To better visualize the relative performance of different 

materials for different cache sizes, Fig. 10 (c) and (d) show the 

normalized EDP and EDAP compared to the baseline Cu 

interconnect. One can observe that graphene-based 

interconnects provide a larger improvement at a smaller cache 

size. This is because the delay and energy are more dominated 

by the subarray, and graphene can provide more advantages for 

the intra-subarray level interconnects compared to the inter-

subarray level H-tree interconnects. 

To visualize the optimal interconnect design parameters,  

Fig. 11 shows the optimal inter-subarray interconnect width 

scaling factor and aspect ratio under given cache sizes for 

different materials. In general, a larger cache prefers to use a 

wide interconnect to reduce the delay overhead from long H-

tree interconnects, while a small cache prefers a narrow width 

to reduce the area overhead. From Fig. 11 (b), the optimal aspect 

ratio slightly increases with the cache size to reduce the 

interconnect resistance and properly balance the interconnect 

delay and energy dissipation. The large MFP and small 

resistance of graphene wires prefer to use a smaller aspect ratio 

compared to other materials, which can save energy dissipation. 

 

 
Fig. 10. Optimal (a) EDP and (b) EDAP and normalized (c) EDP and (d) EDAP 

versus cache size for four material options for an associativity of 2 with 4 banks 

using subarray with 128 columns under the optimal intra- and inter-subarray 

interconnect aspect ratio and width. 

 
Fig. 11. Optimal inter-subarray interconnect (a) width scaling factor and (b) 

aspect ratio versus cache size with an associativity of 2 with 4 banks using 

subarray with 128 columns under the optimal intra- and inter-subarray 

interconnect aspect ratio and width. 

IV. CONCLUSION 
An interconnect-subarray-cache co-design framework is 

developed to efficiently optimize interconnect technologies to 

maximize cache-level performance. The available number of 

graphene layers has a large impact on the cache performance in 

terms of overall EDP. Under a limited number of graphene 

layers, using heterogeneous interconnects, where different 

materials are used for intra- and inter-subarray levels, can 

provide the best performance in terms of EDP and EDAP. The 

cache-level performance of SRAM using thick graphene 

interconnects is the best among the four material options, and up 

to 41% and 42.6% reductions in EDP and EDAP, respectively, 

can be observed compared to Cu counterparts. Furthermore, a 

large cache prefers to use wide inter-subarray interconnects with 

a large aspect ratio to maximize the cache-level performance.  

(a) (b)

For each cache size, bars from left to right are 

Cu → Gra+Ru → Gra+Cu → Thick Graphene

41% EDP 

Reduction

29% EDP 

Reduction

42.6% EDAP 

Reduction

30% EDAP 

Reduction

(a) (b)

For each cache size, bars from left to right are 

Cu → Gra+Ru → Gra+Cu → Thick Graphene

(c) (d)

(a) (b)
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