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A B S T R A C T   

The effectiveness of sol-gel based treatments for the protection of concrete depends on their capacity to penetrate 
into the material pores. Optimization of sol formulation to achieve maximum penetration depth is not a 
straightforward process, as the influence of different physical properties of the sol varies with the pore size 
distribution of each concrete. Thus, a comprehensive experimental programme to evaluate this large number of 
materials would require a significant number of experiments. This manuscript describes an approach, using 
combined computational and experimental approach to design tailor-made impregnation products with opti-
mized penetration depth on concrete or cementitious materials with different pore size distributions. First, a 
process-based numerical model, calibrated experimentally for one sol composition and several cementitious 
material samples with different pore structures is developed. The model calculates the penetration depth for a 
specific pore structure. The optimization process utilizes the probabilistic and non-parametric Gaussian Processes 
regression method Gaussian Processes at two steps; first to make the choice of the optimal experimental design, 
and second to make predictions of physical properties based on the obtained training points. In the final step, the 
penetration depth is calculated for each mix combination in defined parameter range. The effectiveness of this 
approach is demonstrated on three cases. In the first instance, we optimized the impregnation product for the 
maximum penetration depth without any restrictions. With another two cases, we impose the restrictions on the 
gelation time, i.e. the time in which the sol reacts to gel. The validation of the procedure has been made by the 
use of a blind validation and shows promising results. The impregnation product penetrated significantly deeper 
with a product selected by using the described procedure compared to the considered best product before this 
optimization. The proposed procedure can be applied to a wide range of cementitious materials based on their 
pore size distribution data. This offers significant advantage compared to purely experimental approaches, where 
a set of experiments is required for each considered material.   

1. Introduction 

Concrete structures undergo various chemical and physical changes 
when exposed to environmental conditions. Many of these chemical 
changes affect mechanical properties and so affect the durability and 
service life of concrete structures. Typical processes are carbonation, 
internal swelling reactions, calcium leaching, thermal fatigue or ice 
damage [1–4]. In case of the preservation of cultural heritage, the 

deterioration processes include also aesthetical changes, such as black 
crust formation. Almost all of these processes are based on—or accen-
tuated by—the water availability within the structure. Hence, one of the 
paths for the preservation of concrete structures is via treatment by 
impregnation by hydrophobic impregnation products [5–7] that in-
crease the material cohesiveness and/or prevent water ingress without 
completely sealing the pores. This is important for the durability of the 
impregnation products as sealing the pores may result in delamination 
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of the impregnation layer due to insufficient water vapour transport 
within the concrete matrix [8]. According to the internal Sika Market 
Analysis, the market of protection and preservation approaches as a 
whole represented about $950 MM in 2019, with a Compound Annual 
Growth Rate (CAGR) of 4% through 2026. Around 10–15% of these for 
dedicated product for construction chemicals solutions. Hydrophobic 
impregnation of concrete elements are, along with the corrosion inhi-
bition and the modification of wetting ability of different 
solvent-substrate systems are the most represented solutions. The tech-
nology of paints and coatings technology has a significant energy de-
mand during its manufacturing. Optimization of the products in terms of 
consumption and durability can have a large impact on CO2 footprint, 
water and energy consumption. 

Alkoxysilanes and their derivatives are typically used as impregna-
tion treatments due to their ability to form amorphous silica gels that 
interact with silicate/aluminosilicate phases of the aggregate and 
cement matrix by creation of Si–O–Si or Si–O–Al bonds [9] and even 
react with the cement hydration phases yielding reaction products with 
a similar composition. The sol can react with Portlandite (Ca(OH)2) 
yielding a calcium silica hydrate gel (C–S–H) or it can be incorporated 
into the structure of the existing C–S–H, which results in an increase of 
its Si/Ca ratio [5]. The sol may also react with Aluminium containing 
cement phases (e.g. Ettringite, monocarboaluminate, Katoite) resulting 
in amorphous aluminosilicate gels [10]. The use of impregnation 
products can be combined with the integrated microtexture of concrete 
surfaces [11]. The durability of the impregnation product depends, 
along with its chemical/mechanical stability and interaction with the 
substrate, on its penetration depth inside the pore structure. As such, it is 
of great importance to develop products that can penetrate as deep as 
possible for a given material and at given environmental conditions. 
This is especially important for high performance concrete with a high 
content of fines (e.g. limestone, silica fume, metakaolin) and conse-
quently small pores, where a sufficient penetration depth is difficult to 
achieve [12]. In general, the penetration rate of any liquid—a sol in the 
particular case of alkoxysilane-based products—inside a porous material 
is governed by capillarity, viscous drag forces and gravity [13,14]. The 
intensity of these forces depends on different factors related to the pore 
structure of the material [15] (i.e. size distribution, total porosity, ge-
ometry) and the physical properties of the liquid itself (i.e. surface 
tension, viscosity, density). In the case of alkoxysilane sols, however, 
simplified models such as Washburn’s [13] are not sufficient, since the 
sol properties evolve with time because of gelification and evaporation 
processes. Sol properties during gelification are normally obtained 
experimentally, though this process can be time- and 
resource-consuming when multiple composition variables are consid-
ered. In principle, some of the properties could be obtained by theo-
retical approaches, such as patchy Brownian Cluster Dynamics to predict 
the structure and gelation processes of sols with different %H2O [16]. In 
a previous work, gelation time and initial viscosity were measured 
considering a rigidity percolation threshold and friction coefficient. 
Such approaches, however, pose a challenge, as correlating the model 
parameters with the experimental properties is not trivial. Furthermore, 
the relative influence of each physical property of the sol towards 
penetration rate varies with pore size. In a previous work, we calibrated 
a model to predict penetration of alkoxysilane-based sols on mortars 
with varying pore size distributions, and determined, by Monte Carlo 
combined with the Partial Rank Correlation Coefficient sensitivity 
analysis, its correlation with different sol properties for each considered 
pore size range [17]. By knowing the effect of composition variations on 
the sol properties, these relations could be used to predict the optimal 
formulation for a given material. 

The prediction of a penetration depth from the mixture proportions 
for a given material and number of components in a product’s mixture is 
a two-step process. First, the relevant physical properties of the 
considered mixture need to be estimated from the proportions of the 
mixture’s ingredients. This requires some form of statistical or “data- 

driven” modelling since it cannot be feasibly done by physically-based 
numerical modelling. Second, penetration depth can be modelled from 
physical principles, knowing the physical properties of the mixture and 
the pore size distribution of the considered material. 

In practical terms, a general difficulty in obtaining experimental data 
from the processes related to fine pore materials is that the experiments 
are time-consuming, and with a large number of independent predictor 
variables also the number of experiments increases. This makes it quite 
challenging as only a limited number of experiments, typically less than 
a few tens, can be performed to construct or “train” a data-driven model 
of the product’s physical properties. Most of the recent work related to 
alkoxysilane systems focus on experimental observations and consider 
the composition variables as independent as for example in Ref. [18]. In 
Ref. [19] the characteristics of similar sols with different proportions of 
water and n-octylamine (n-8) are studied. The gel time showed an 
almost linear relation with n-8 content, and water had less influence. 
Viscosity only increased slightly with %H2O, except at higher %n-8, 
where its effect becomes more evident. In this work, we use the 
well-established machine learning (ML) technique model called 
Gaussian processes (GP) [20,21] to model the relationship between 
mixture proportions and physical properties. There has been rapid 
growth of the use of ML methods related to cementitious materials in the 
last 10 years. A very comprehensive overview has been given in 
Ref. [20] and the references therein. Most often, ML is used for regres-
sion tasks e.g. Refs. [21–23]. However, to the best of our knowledge, this 
is the first use of ML for the optimization of the impregnation products. 
The GP regression method is probabilistic and non-parametric and is 
known to be better suited than other ML methods for small datasets. 
Furthermore, GP regression not only provides point predictions but also 
their associated uncertainty estimates in a straightforward way) [20]. To 
make the most of the affordable small number of laboratory experi-
ments, we select our training points iteratively using an adaptive design 
of experiments (DOE). The latter builds the training set iteratively, 
adding new design points at each iteration based on information pro-
vided by the intermediate data-driven GP model, trained with the design 
points collected so far [24]. 

Overall, the goal of this work is to answer the following two 
questions: 

o What is the optimal mixture with respect to the penetration depth? 
o How does the optimal composition change for different materials 
(pore structures)? 

This methodology enables us not only to obtain the mixture with the 
maximum penetration depth, but also to select the most optimal mixture 
based on different criteria. In this work, we show an example of optimal 
mixture under restrictions on the maximum gelation time. 

The remainder of this paper is organized as follows. Section 2 details 
our proposed approach for assessing the optimal composition of a 3- 
component mixture product. Section 3 then presents our application 
results and provides some discussion, before section 4 offers a short 
conclusion and future perspectives. 

2. An overview of the optimization approach to find the optimal 
composition of the impregnation product 

The optimization of the final impregnation product is based on 
several consecutive steps, graphically presented also in the graphical 
abstract, which are described below. The first step of the process consists 
of linking the pore structure of a material and the physical properties of 
the impregnation product or “sol” with the penetration depth and uptake 
of the impregnation product. The relationship is described by a physical 
model, which describes the interaction between fluid momentum, 
viscous, capillary and gravitational forces. The model and the results are 
described in detail in Ref. [17]. Especially in fine porous media such as 
cementitious materials, laboratory experiments are significantly 
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time-consuming. It is therefore of great importance to make a design of 
experiments in such a way that the predictive capabilities are maximized 
and hence the number of experiments needed are minimized. Hence, in 
the second step we optimize the experimental design based on the 
minimisation of the largest variance of the estimated physical parame-
ters, weighted according to the parameter importance with respect to 
the penetration depth (obtained in the first step). The methods of opti-
mum design were developed in the early 20th century to describe the 
choice of the values of the explanatory variables or predictors in a 
regression model at which observations should be taken [25]. However, 
the most common experimental approach in design of experiments is 
either a one-factor-at-a-time method, where only one independent var-
iable is changed, or a factorial design, where the effects and possible 
interactions of several factors, i.e. independent variables, can be studied. 
However, the number of experiments in a full factorial design grows 
quickly with the number of independent variables. Instead, we resort to 
a GP-based adaptive design [24] in order to define the experiment set 
with both the best predictive capabilities and the least number of 
experimental points. Initially, we start with an arbitrarily chosen set of 
first experiments. With this initial set we train a GP. With four physical 
parameters, we need to train four separate GP models. The GP pre-
dictions are made of both, a mean and its associated variance. The 
predictive uncertainty from the current GP models is used to select new 
points where the predictive uncertainty is largest before a new set of four 
GP models are trained with all the points collected so far. This process 
continues until a given criterion is met (e.g., maximum number of ex-
periments, predictive accuracy threshold, etc.). In this study, we started 
with an initial set of 18 3-dimensional input vectors for which each 
dimension includes 3 regularly spaced data points in (dimensions 1 and 
2) and 2 data points (dimension 3). In addition, we included 5 experi-
mental points from the initial experimental campaign which resulted in 
an initial 23 experimental points. After training the first set of GP 
models, 6 new experimental points were defined based on the predictive 
variance of each predicted output (i.e. physical property), weighted by 
the importance. Section 4.2 elaborates in detail how this has been per-
formed. This point selection and re-training process was repeated 2 
times, sequentially leading from 23 to 29 and then 35 training points in 
total. For practical reasons, including the fact that the time incurred by a 
single experiment varies from 0.5 h to more than 24 h, no more than 35 
experiments were performed. 

In the third step, the physical parameters that define the penetration 
of the impregnation product are predicted for different possible mix-
tures. As detailed in section 4.2, each of the 35 training points consists of 
3 mixture proportions (the input vector): the mass percentage of de- 
ionized water, the mass percentage of n-octylamine, and the mass per-
centage of an admixture of aminoalkyl alkoxysilane. For each mixture 
four measured physical properties of the resulting sol (the output vec-
tor): gel time, surface tension, density, and viscosity are predicted. A 
fifth physical property, namely the contact angle between the sol and 
mortar, was only measured for the initial 18 training points and was 
therefore taken as a mean value in the subsequent penetration depth 
calculations made with the model developed in Ref. [17]. 

As the final step of the optimization, the penetration depth has been 
modelled along an hypergrid of input values such that one can choose 
the input combination(s) that either give the largest penetration depth 
or additionally satisfy more criteria. For example, the largest penetra-
tion depth for a maximum gelation time. The current analysis does not 
include aesthetic criteria such as colour and transparency, but these are 
straightforward to implement providing that they can be described by 
numerical values. 

3. Experimental methods and results 

3.1. Properties of the impregnation product 

The penetration depth of sol depends on five relevant physical 

properties, contact angle θ [◦], viscosity μ [mPa•s], surface tension σ 
[mN/m], density ρ [kg/m3] and gelation time [min]. The values of these 
properties are time-dependent due to the gelation process or evapora-
tion of ethanol (gelation by-product) from the sol, and are controlled by 
the amount and type of sol composition. The considered sols contain the 
following main components: 

(i) De-ionized water, which acts as a reagent and allows the forma-
tion of inverse micelles in the reaction media (also named %H2O 
in the text below);  

(ii) n-octylamine, which acts as a catalyst of the sol-gel process and as 
a surfactant (also named %n-8 in the text below);  

(iii) An oligomeric silica precursor (TES40, from Wacker): admixture 
of monomeric and oligomeric ethoxysilanes with an average 
chaing length of 5 Si–O units; 

(iv) A monomeric alkylalkoxysilane (3-aminipropyl trimethox-
ysilane, APTMS) containing terminal –NHx groups of high po-
larity, to modify surface tension (also named %APTMS in the text 
below). 

In this work, the components (i), (ii), and (iv) were varied, while 
component (iii) represents the vast majority of the component mass 
(96%–99% depending on the amount of other components). The initial 
“reference” sol composition is taken the same as developed in previous 
works to study the impregnation treatment for concrete and cement 
mortars [7]. The composition of this sol was initially defined according 
to practical restrictions for their application, namely:  

- Min %H2O and %n-8: lower proportions led to excessively slow 
gelation (unfeasible for practical use)  

- Max %H2O: higher proportions lead to unstable sols in closed vessels 
(short storage time).  

- Max % n-8: higher proportions lead to excessively fast gelation 
(impractical for real applications)  

- Max %APTMS: higher proportions lead to phase separation or 
excessively fast gelation. 

For the reference sol, the contact angle, viscosity, surface tension, 
and density have been measured with time as described in Ref. [17]. The 
reference sol has been applied to six mortars with different pore struc-
tures and pore size distribution. Based on the measured penetration 
depth of the reference sol into each mortar, the importance of different 
sol physical properties with respect to penetration depth can be esti-
mated. In Ref. [17] it has been shown that for pores with diameter below 
10− 5 m, the most important sol properties influencing the penetration 
depth are gelation time (correlation coefficient rt = 0.69) and surface 
tension (rσ = 0.53). Viscosity and contact angle are less important pa-
rameters with respectively rμ = − 0.29 and rφ = − 0.28. Density plays a 
negligible role in the penetration depth for pore diameters typical for 
cement paste (rρ ≈ 0). Correlation coefficients between considered 
output and the penetration depth are based on the modified Washburn 
equation [13] and Monte-Carlo analysis combined with partial rank 
coefficient determination. The analysis in Ref. [17] concludes that the 
influence of each physical in property to the penetration depth varies 
with the pore size following a different trend. This is especially true for 
pores >10 μm. The results in Fig. 1 show relatively constant values for 
the pores with diameters below 10 μm for all physical parameters. Since 
most of the pores in cementitious systems are below 10 μm diameter 
size, the parameter importance (or correlation coefficient) is taken from 
this range. 

3.2. Properties of the tested samples 

Five sets of mortar samples were prepared for the analysis of the 
penetration depth. One reference sol has been applied to each sample 
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and the penetration depth has been measured, together with the sol 
uptake. Prismatic OPC mortar specimens (4 × 4 × 16 cm3) were pre-
pared using CEM I 42.5R cement and CEN-compliant sand. In order to 
obtain specimens with different porosities and pore size distributions, 
three compositional parameters were modified: (1) the water-to-cement 
(w/c) ratios, (2) the sand-to-cement (s/c) ratios, and (3) the presence/ 
absence of fine sand aggregates as described in Ref. [17]. The case 
without fine sand, the sand with size below 0.5 mm was removed by 
sieving. Analysed samples are distinguished based on w/c, s/c and fine 
sand fraction included or not (FS) and are shown in Table 1. 

For all prepared samples, the characterization has been performed 
using MIP (Mercury Intrusion Porosimetry) on a Micrometrics AutoPore 
IV 9500 V1.09 pore sizer. Samples were soaked in isopropanol for two 
days and then dried in a desiccator prior to analysis. MIP provides in-
formation on the intrusion volume of mercury as a function of pressure. 
The resulting intrusion curve is transformed into an equivalent pore 
frequency or equivalent pore size distribution assuming a cylindrical 
pore geometry and a contact angle of mercury of 138◦. Integration over 
all pore size frequencies results in the material’s porosity and averaging 
provides information on the equivalent pore size. Pore size distributions 
for the six mortars are given in Fig. 2. 

3.3. Application on the mortars and determination of penetration depth 

Prior to application, the mortar specimens were cut to 4 × 4x2.5 cm3 

prisms. The impregnation product was applied by brushing on a single 
face until apparent saturation. Successive layers were applied leaving 
the sample 10 min to absorb the sol between each. The mortar was 
considered saturated once the applied layer was not absorbed after 10 
min. After the last application, any excess that was not absorbed for 20 

min was removed with a cloth. The uptake was determined by the 
weight difference before and after the treatment (i.e. last layer). 

The penetration depth was experimentally determined via acid 
etching. The treated samples were cured for 24 h at atmospheric con-
ditions (20 ◦C, 40% RH). Afterwards, the samples were cut in half and 
the cross-section was placed in a Petri dish with a 0.1 M HNO3 solution 
during 20 s. The regions where the treatment is present are more 
resistant to the acid and, therefore, absorb less water than the regions 
where the impregnation did not take place. Penetration depth was 
calculated by image analysis (using ImageJ software) as the average of a 
minimum of 15 equidistant measurement points across the penetration 
front per replicate. 

4. Modelling approaches 

4.1. Nonlinear regression with Gaussian Processes 

Gaussian processes (GP) can be thought of as a Gaussian probability 
distribution of functions [26]. The core idea is that the original process 
or function to be approximated, y = F(x), resembles a Gaussian sto-
chastic process G( ⋅), which is completely determined by its mean 
function, m(x), and covariance function, k(x,x′

), and, if applicable, ho-
moscedastic and uncorrelated Gaussian observational noise, ε, with 
standard deviation σε [7] 

F(x) ≈ G( m(x), k(x, x′

), σε) (1) 

Let us represent the ensembles of training and test data points by the 
n × dX X and n∗ × dX X∗

arrays, respectively, with n the number of training instances, n∗ the 
number of test instances to be predicted, and dX the dimensionality of x. 
Similarly, the corresponding ensembles of training and yet to be pre-
dicted test outputs are denoted by the n × 1 y and n∗ × 1 y∗ vectors, 
respectively. Specifically, we use separate single-output GPs for the 
different quantities of interest to be predicted. Assuming m(x) = 0, it 
can be shown that the predictive distribution of y∗ is given by: 

p(y∗|X, y,X∗)∝N(y∗, cov(y∗)) (2)  

With 

y∗ ≜ E[y∗|X, y,X∗] = k(X,X∗)
[
k(X,X) + σ2

εI
]− 1y (3)  

and 

cov(y∗) = k(X∗,X∗) − k(X∗,X)
[
k(X,X) + σ2

εI
]− 1k(X,X∗) (4)  

Fig. 1. Ranked correlation coefficients of the penetration depth for sol physical 
properties and different pore sizes. 

Table 1 
Identification and composition of the mortar samples used for the analysis.  

Sample name w/c s/c Fine sand (FS) 

s/c 3/1 w/c 0.5 0.5 3/1 Yes 
s/c 3/1 w/c 0.5 FS 0.5 3/1 No 
s/c/3/1 w/c 0.7 0.7 3/1 Yes 
s/c 5/1 w/c 0.7 0.7 5/1 Yes 
s/c 5/1 w/c 0.7 FS 0.7 5/1 No 
s/c 5/1 w/c 0.5 FS 0.7 5/1 No  

Fig. 2. Pore size distributions of examined mortar samples.  
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where E[ ⋅] means the expectation, k(X∗,X∗) is the n∗× n∗ matrix of co-
variances between test input points, k(X∗,X) is the n∗× n matrix of co-
variances between the test and training input points and k(X,X) is the 
n × n matrix of covariances between the training input points. For the 
prediction of each scalar output (physical quantity), y∗, equations (3) 
and (4) then reduce to 

E[y∗|X, y, x∗] = k(x∗,X)
T[k(X,X) + σ2

εI
]− 1y (5)  

V[y∗|X, y, x∗] = k(x∗, x∗) − k(x∗,X)
T[k(X,X) + σ2

εI
]− 1k(x∗,X) (6)  

where V[ ⋅] denotes the variance and k(x∗,X) signifies the n× 1 vector of 
covariances between the single test input point, x∗, and the n training 
input points in X. 

There are many possibilities for the choice of the covariance kernel 
k(⋅, ⋅). Here we used the very popular squared exponential or Gaussian or 
radial basis function (RBF) kernel, which is the de-facto kernel for GPs. 
Preliminary results with other kernels such as the Matérn and linear 
kernels (and combinations thereof) did not show any improvement over 
the standard RBF kernel (see Ref. [27] for details about GPs’ kernels). 
The RBF kernel is given by 

k(x, x′

) = σ2
k exp

[

−
1
2
∑dx

i=1

((
xi − x′

i

)

li

)2]

(7)  

where the kernel variance, σ2
k , and correlation lengths (or lengthscales), 

l = [l1,…, ldX ] are fitting parameters. Since dX = 3 in this study, the total 
number hyperparameters for each GP is 5: [σ2

k ,l1,l2,l3,σ2
ε ]. The σ2

ε variable 
is jointly optimized with the other GP parameters rather than set to an 
estimate, as leave-one-out cross validation (LOOCV, see, e.g. Ref. [7], for 
details) showed that optimizing σ2

ε leads to better predictions. We 
construct and train our GPs using the GPFlow2 python-based toolbox 
[28,29]. Training is done by the classical approach of marginal likeli-
hood maximization with a local, deterministic gradient-based search 
method [7], which we combine with a multi-start strategy to mitigate 
the risk of being trapped in a local optimum. Hence, each time a GP is 
trained we launch 20 local optimization runs with random initialization 
and select the one leading to the maximum marginal likelihood. 
Furthermore, the training data, i.e., the input and output vectors, are 
standardized 

x= xraw − μraw
x

σraw
x

(8)  

and 

y=
yraw − μraw

y

σraw
y

(9)  

where xraw (yraw) represents the untransformed input (output) vectors, 
μraw

x (μraw
y ) contains the means of the untransformed inputs (outputs) and 

σraw
x (σraw

y ) contains the standard deviations of the untransformed inputs 
(outputs). 

4.2. Description of the adaptive design of experiments 

At each step of the adaptive design process, the predictive perfor-
mance is evaluated by leave-one-out cross validation (LOOCV) process. 
The latter consists of training with all available samples but one, and 
using this left-out sample to evaluate predictive performance. By cycling 
through the available data, one thus gets one prediction per data point. 
LOOCV can be performed with or without re-optimization of the GP 
model parameters (kernel variance, 3 kernel length scales and output 
noise variance) at each iteration. To avoid erratic variations in the 
optimized model parameters that can arise in such a small data regime as 
ours, we used LOOCV with no re-optimization. To quantitatively assess 

the LOOCV performance we compute for each of the 4 considered output 
types the coefficient of determination, Q2, and root-mean-square error, 
RMSE, between the true and predicted left-out values 

Q2 = 1 −

∑n
j=1

(
yt

j − yp
j

)2

∑n
j=1

(
yt

j − Yt)2 (10)  

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

j=1

(
yt

j − yp
j
)2

n

√

(11) 

n = 35 is the number of training points that are cycled over 
throughout the LOOCV, the j = 1,…, n yt

j and yp
j are the true (observed) 

and predicted left-out output points in the original space (yt
j = yraw

j in 

equation (9)), respectively, and Yt denotes the mean of the n true output 
points. 

As written above, an initial dataset of 23 measurements (see section 
3.1) is used for training. Afterwards, the 4 trained GPs are used to pre-
dict the i = 1,…,4 means, μi,j and standard deviations, σi,j corresponding 
to j = 1,…,40 × 40 × 40 = 64, 000 training input points regularly 
spaced along the 3 dimensions of the input space. 

We propose to select new points in areas where the predictive stan-
dard deviations are large (see Fig. 3 for the case of the gelation time 
output). In order to obtain a relevant representation of the importance of 
the 64,000 potential candidates, the σi,j values are weighted with the 
correlation coefficient (see section 3.1) between the considered output 
and penetration depth, ri. More specifically, the σi,j values are first 
normalized to lie in the [0,1] interval for each predicted quantity, i, 
before being multiplied by the associated correlation coefficients and 
summed up over i to get a score, χ, as shown in Eq. (12) 

χj =
∑4

i=1
σ̃i,j (12)  

where the σ̃i,j are the normalized σi,j values. Based on these scores, 
additional experiments are iteratively selected by computing the 0.5, 0.6 
0.7 0.8, 0.9, and 1.0 percentiles of the χ distribution and retaining the 
associated input data. As mentioned earlier, doing this two times led to a 
total of 35 experiments. 

As mentioned, the sols used in this work are based on an oligomeric 
tetra-ethoxysilane precursor containing de-ionized water (named % 
H2O), n-octylamine (named %n-8) and a monomeric –NHx terminated 
alkylalkoxysilane (named %APTMS). 

The mix of these three factors changes the physical properties that, in 
turn, influence the penetration depth in a non-linear and non-monotonic 
way. The levels for each factor are defined as given in Table 2. 

First, we performed a single factor experiment. Only one factor (% 
H2O, %n-8 or %APTMS) changes from the reference point (0.5% H2O, 
0.16% n-8 and 0% APTMS) in these experiments. Some combinations of 
components resulted in very long gelation times. The details can be 
consulted in Table S1 in the supplementary material. Because it is 
difficult to estimate when the sol uptake stopped (i.e., sol becomes gel) 
for these cases, we did not consider these experiments as our input 
points due to their large uncertainty. Similarly, we excluded the case 
where gelation is too fast and was consequently not measured with 
sufficient accuracy. Contact angle was not measured for these experi-
ments. The reason is that it was very difficult to accurately measure 
contact angle on the material because of its suction properties. For 18 
experiments, the contact angle was indirectly measured by the angle of a 
liquid at the pore wall in a glass tube with a 1.15 mm diameter using 
Washburn’s equation. This approach gives a good indication of true 
contact angle because the surface energy of glass, which determines the 
contact angle with the sol, varies in the 60–70 erg/cm2. This is similar to 
the cementitious matrix, which typically has value of 40–65 erg/cm2. 
Hence, for contact angle, we have fewer experimental points and they 
could not be predicted by GP satisfactorily. Taking the mean value of 
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contact angle was indeed found to be a better prediction than using the 
trained GP with 18 training points only. 

We performed additional experiments in the corners (bound levels) 
of each factor dimension to obtain more representative sampling space. 
These results in 8 more experimental points (see Table S2 in the sup-
plementary material for details). 

For the basic experimental set, we included midpoints for %H2O and 
%APTMS. This resulted in additional 10 experimental points. The reason 
to reduce the number of factor values in %n-8 is that it was less sensitive 
and to reduce the number of experiments. More details on these 
experimental results can be found in Table S3 in the supplementary 
material. 

Beyond this set of 23 valid experiments, the additional experiments 
is defined by the use of GP as explained in section 4.2 for 6 additional 
points each time. The details on the selection of these experimental 
points are given in the Supplementary Material Table S4 and Table S5. 

4.3. Performance of the trained GPs 

Fig. 4 display the LOOCV results associated with the 4 trained GPs 

using the final 35-point dataset. With Q2 of about 0.83 and 0.74, it is 
observed that the prediction quality is the greatest for the two most 
important output types, gelation time and surface tension (see Fig. 4.), 
respectively. Prediction quality is substantially lower for density but this 
is not an issue given its very low importance or influence with respect to 
penetration depth (see the near-zero correlation coefficient of density in 
Fig. 1). Overall, the results presented in Fig. 4 are deemed sufficiently 
accurate to use the corresponding GPs to optimize the impregnation 
product composition (see section 4). 

5. Results from the optimization of the impregnation product 

The final step in the optimization of the impregnation product is to 
find which input combination leads to the largest penetration depth of 
the resulting sol into cementitious materials. In this process, the GP- 
predicted physical properties associated with a given set of input com-
binations are used to simulate penetration depth and uptake of sol. In 
this study, we selected the input combinations to evaluate using a grid 
search approach. The input space was divided into 6 equal divisions in 
each direction, by %H2O, %n-8, and %APTMS, and we calculated the 
penetration depth for each of the resulting 216 sampling points. 

By ranking the penetration depth results we can derive the optimal 
sol mixture. Since in this example we have three factors, we can present 
the results graphically in 3D plots (see Figs. 6–8). The size of the spheres 
in Figs. 6–8 denotes the penetration depth for a given mixture of %H2O, 
%n-8, and %APTMS. 

We can explore different dependences of penetration depth. First, we 
investigated the influence of the number of experimental points. The 
derived 50 largest penetration depths are compared for the cases where 

Fig. 3. Predictive standard deviation (SD) of the gelation time variable obtained after training the corresponding GP with (a) the initial set of 23 points, (b) the 
second training of 29 points (initial set plus the next 6 selected points), and (3) the third and final training set. Of 35 points (second training set plus the next 6 
selected points). 

Table 2 
Factor levels for the sol mix.  

Factor Min level Max level 

%H2O 0.25 1.50 
%n-8 0.08 0.32 
%APTMS 0.00 0.50  
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the GPs are trained with 18 experimental points (3 variations for %H2O 
and %APTMS and two variations for %n-8), 23 points, 29 points, and 35 
experimental points. 

5.1. Dependence of the derived penetration depth on the number of 
experimental points 

Due to the significant time that is needed to realise one experiment, 
we want to keep the number of experiments as low as possible. The 
purpose of this section is to determine how robust the penetration depth 
estimates are with respect to the number of used experimental points 
(that is, GP training points). To do so we compare the input combina-
tions associated with the derived 10 highest penetration depths for a 
different number of experimental points. 

For the standard cementitious material sample (water/cement ratio 
of 0.5 and cement/sand weight ratio of 1/3) Fig. 5 shows that the highest 
penetration depth estimates can be very different for different number of 
GP training points. The average value of the penetration depth of the 50 
most penetrating mixtures decreases with the number of experimental 
points, and the difference between the averaged values of the penetra-
tion depth related to number of training points tends to converge. The 
largest differences are for the highest amounts of n-8 and H2O, especially 
between 18 and 23 experimental points. The details are provided in the 
supplementary materials Table S6 and Table S7. 

With more training points also the derived maximum penetration 
depth tend to decrease, which indicates the presence of over- (and 
under-) estimations, especially at the corners of the experimental 
domain. We observe a convergence of results, since the absolute dif-
ference in the estimated penetration depth between 29 and 35 is lower 
compared to the difference between 18 and 23, and 23 and 29 experi-
mental points. 

5.2. Dependence of the sol composition for different materials 

Because the importance of sol’s physical parameters for the pene-
tration depth depends on the pore size distribution of the cementitious 
material, the optimal mix might not be the same for all pore structures. 
As shown in Fig. 2, the studied mortars are characterized by a wide 
variation of pore size distributions for testing this hypothesis. The 6 
available samples are compared. For all samples, the results are obtained 
based on 35 training points. 

Results show that the general trend of largest penetration is always 
with little catalyst, but with either more water or less water combined 
with different amounts of APTMS precursor. 

A more detailed look at the results in the supplementary material 
reveals that the largest penetration depths are obtained for different 
mixtures for different pore structures. Table S8 gives the details on the 
ranking of the largest penetration depths. Although there are several 

Fig. 4. 1-1 plots of LOOCV performance for each of the four GPs, obtained when using the 35-point dataset. The Q2 coefficient and RMSE denote the coefficient of 
determination and root-mean-square-error, respectively, between the 35 true and predicted left-out points. 
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matching results, it becomes clear that the optimal mixtures are not the 
same for all pore size distributions. The mix, which appears at least in 
four different pore structures, is marked in Table S8. From the matching 
compositions (colour-coded in the tables), it is obvious that different 
mixtures are better suited for specific groups of pore structures. For 
example, the mixture with 1.5%H2O, 0.08%n-8 and 0.3%APTMS pro-
vides good penetration depth for s/c 5:1 w/c 0.7, s/c 3:1 w/c 0.7 and s/c 
5:1 w/c 0.5 FS but it is not within the best choices for other samples. 
Hence, this mixture is better suited for materials with larger pores. A 
more wide range mixture would be with 0.25%H2O, 0.08%n-8 and 0.2% 
APTMS that gives good results for five out of six samples. Just a little 
different APTMS concentration would also give good results for the first 
sample. 

In general, one can conclude that for materials with an increasing 
amount of larger pore sizes, the importance of surface tension increases 
and the importance of gelation time decreases. 

5.3. Optimization of the product imposing restrictions 

5.3.1. Restriction on curing time 
The results for the largest penetration depth presented above 

consider long gelation times, up to one day. For practical purposes, it 
may be convenient to limit the gelation time to shorter periods. With the 
optimization procedure described in this work, it is possible to find the 
best mixture(s) for any required maximum time. For the demonstration 
of optimization capabilities, the results for two maximum curing times 
12 h and 6 h, respectively, are shown. In order to determine the sensi-
tivity of the results with respect to pore structure, two samples, s/c 3:1 
w/c 0.5 (predominantly small pores) and s/c 5:1 w/c 0.5 FS (predomi-
nantly large pores) are considered. 

Fig. 7 shows the predicted penetration depths when applying re-
strictions on the gelation time. The gelation time is predominantly 
controlled by a catalyst, which is reflected in the results shown in Fig. 7. 
To have complete gelation in 6 h, the amount of catalyst should be be-
tween 0.2 and 0.3%. For 12 h maximum gelation, this amount varies 
between 0.1% and 0.15% for the best penetration depth. Within this 
range of catalysts, there is a trend that more precursor (APTMS) is 

Fig. 5. Visualisation of the penetration depth as a function of input factors for the 50 cases with the largest penetration depth for: (a) 18 training points, (b) 23 
training points, (c) 29 training points and (d) 35 training points. 
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needed if less water is added. 
Comparison between finer and coarser pore structure reveals, that 

the penetration depth is very similar for both materials if the time of 
gelation is limited. While the estimated maximum penetration depth for 

12 h gelation is 9.41 mm for fine pore materials, the corresponding 
estimated penetration depth for coarser materials is only slightly lower, 
with a value of 8.78 mm. This is because the capillary force in smaller 
pores is dominant and the transport due to capillary forces is faster than 

Fig. 6. Visualisation of the penetration depth as a function of input factors for 6 pore structures and for 35 training points.  
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the gravitationally driven transport. Please note that our penetration 
depth model considers gravity oriented in the opposite direction to 
suction. This corresponds to the way that experiments are performed. In 
practical applications, this would represent the application of the 
impregnation product on the ceiling of the structure (i.e. applied from 
below). If the product is applied at the top, then large pores and large 
fractures would be filled very quickly. 

For 6 h gelation time, the estimated penetration depth for fine pore 
materials is 5.9 mm and 6.66 mm for coarse materials. The mixtures that 
give the best penetration depth are similar between the two-pore 
structures. For example, 4 out of the 5 mixtures that give the best 
penetration depth in 12 h are the same. For 6 h curing time, this is the 
case for two mixtures. For 12 h gelation, only one common mixture 
appears to provide the optimal penetration depth. For maximum 
allowed 6 h gelation time, three such mixtures exist as seen in Table S9 
in the supplementary material. 

5.4. Validation of the numerical results 

The complete process of optimization presented above is based on 
limited amount of data with six calibration points for the physical 
model, using one “reference” sol applied to six materials. On the other 
hand, for the training of the GP model, 35 experiments on one material 
and different mixtures of the impregnation product were used. Our aim 
is to predict the most optimal mixture for any material. To validate our 
proposed optimization process, two samples with known pore structure 
were chosen. For each of these materials a blind prediction has been 
made for the optimal (a) optimal mixture, (b) physical properties and (c) 
resulting penetration depth. For the optimal mixes, we selected a limi-
tation on curing time of 12 h (720 min). As a comparison the reference 
mixture named UCA-T [5], optimized in non-structured way (i.e. based 
on practical qualitative criteria) was used. Corresponding mixes are 
presented in Table 3. 

Using our trained GP models the physical values for these mixtures 
are calculated. Note that, as mentioned above, the mix composition of 

Fig. 7. Visualisation of the penetration depth (50 largest penetration depths) with the restriction on time as a function of input factors for 2 pore structures and 35 
training points. 
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UCA-T is not obtained by the numerical optimization. From Table 4 can 
be seen that the predicted gelation time for UCA-T is higher than 12 h, 
while the other sols gave the gelation time below 12 h, which was the 

imposed optimization criterion. 
Based on these predicted physical properties the penetration depth 

can be calculated. The penetration depths are given in Table 5. Sol A was 
optimized for the s/c 5:1 w/c 0.7 sample and Sol B for s/c 5:1 w/c 0.7 FS 
sample. In both cases, the predicted penetration depths are estimated to 
be larger for the optimized formulation compared to the non-optimized 
UCA-T formulation. 

The intention of this validation is to test the predictive capabilities of 
the developed procedure. Experiments were performed for each 
mixture. Comparison for density and viscosity are very good as seen in 
Fig. 8 and Table 5. 

The contact angle was approximated only by the mean of measured 
values, as the number of experiments for this property was too low as 
explained above. Indeed, the averaged values fall within the experi-
mental uncertainty. In addition, the static contact angle measurements 
are subject to uncertainty because the sol droplet is quickly absorbed in 
the mortar (less than 1 s for a 5 μl drop) and thus varies fast with time, 
which is limited by the framerate of the camera and may not be fully 
representative of an equilibrium situation. However, the predictions of 
surface tension are always higher than the experimental values as shown 
in Fig. 9 and in Table 6 where the predictions for gelation time are 
consistently lower. This difference might be due to experimental vari-
ations between reagent batches that the model was trained on. In the 
case of gel time, fluctuations in atmospheric moisture and temperature 
(i.e. the experiments were made at room conditions), can interfere in the 
process. Standard deviation for gelation time is not given, as the mea-
surement have to be “destructive” in the sense that the sol completely 
changes its state. Replicates within the same experiment give the same 
values. Gelation times, however, depend heavily on the ambient con-
ditions. Especially humidity has a large impact and the validation ex-
periments were performed at different time of year than the calibration 
experiments. 

Uncertainties in gelation time affect also the predicted penetration 
depth because of its high correlation (see Fig. 1). The penetration depths 
in Fig. 10 were calculated as the average from a minimum of 15 equi-
distant points (for each of the 2 replicates) through the penetration 
front. Experimental results are shown in Fig. 11. Aside from the un-
certainties in sol properties, a possible source of differences between 
predictions and experiments could be in the mortar pore structure. For 
instance, surface carbonation may affect chemical composition and pore 
structure over the timespan between the calibration and validation ex-
periments because the samples were not stored in a sealed environment. 
However, this may only be validated if further studies in controlled 
environment were performed. 

Despite all described uncertainties, the trend of the penetration 
depth of different samples and different mixes is well captured. The 
prediction matches the trend of penetration depth for different 
materials. 

The results also demonstrate that the penetration depth is better with 
optimized mix compared to the original UCA-T product. Fig. 11 presents 
of the cross-section images of the impregnated materials, cleaved 24 h 
after application are presented in Fig. 11. For the visualisation purposes, 
the section was etched with 0.1 M HNO3 and red lines are added as 
visual guide to better distinguish the penetration front. 

Fig. 8. Comparison between measured and predicted physical values: density 
(top), viscosity (mid) and contact angle (bottom). 

Table 3 
Addition of mix components in [%]. . UCA-T is a reference mixture (not opti-
mized through the proposed method), Sol A and Sol B are optimized mixtures for 
two different materials.  

Product %H2O %n-8 %APTMS 

UCA-T 0.50 0.160 0.00 
Sol A 0.25 0.176 0.20 
Sol B 1.25 0.080 0.20  

Table 4 
Predicted physical parameters for the selected mixes. UCA-T is a reference 
mixture (not optimized through the proposed method), Sol A and Sol B are 
optimized mixtures for two different materials.  

Product ρ (g/ml) η (cP) SCA (◦) Gelation time (min) γ (mN/m) 

UCA-T 1.045 4.53 37.4 862 21.7 
Sol A 1.041 5.11 37.4 678 26.4 
Sol B 1.034 5.19 37.4 663 26.5  

Table 5 
Predicted penetration depths for the selected mixes. UCA-T is a reference 
mixture (not optimized through the proposed method), Sol A and Sol B are 
optimized mixtures for two different materials.   

Penetration depth in mm 

Product s/c 5:1 w/c 0.7 s/c 5:1 w/c 0.7 FS 
UCA-T 9.8 8.8 
Sol A 13.0  
Sol B  16.5  
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6. Conclusions 

The purpose of the presented analysis is to determine the optimal 
composition of the impregnation product. The focus of our optimization 
approach is twofold. On one hand, we want to define the mixture’s 
composition that leads to a maximal impregnation depth for a specific 
pore size distribution of a material and given constraints related to other 
factors, such as maximum gelation time. On the other hand, our opti-
mization methodology is designed to reduce the required number of 
time-consuming laboratory experiments while maintaining a good pre-
dictive capability. 

The first part of the analysis consists of the development of a 
physically-based model that can predict the penetration depth and the 
uptake of the impregnation product from five physical parameters of the 
product and the material pore size distribution. The second part is 
concerned with the design of experiments where, from the initial 
factorial design, additional laboratory experiments are chosen stepwise 
to form a training set for training a (data-driven) Gaussian process (GP) 
model that predicts the product’s physical parameters from its compo-
sition. New training points are selected iteratively, based on the largest 
predictive variance of the estimated physical parameters for the current 
GP, weighted according to parameter importance with respect to 
penetration depth. We increased the number of experiments (training 
points) incrementally by 6 in each step. 

In the third step, our trained data-driven GP models were used to 
predict the physical parameters that are needed by our physics-based 

model to simulate penetration of the impregnation product. For our 
case, these physical parameters were determined for the mixture of three 
impregnation product components (precursor, catalyst and water). In 
many cases, nanoparticles are added to the impregnation products, but 
for the purpose of this work, we didn’t consider them as this would 
introduce additional uncertainties. Namely, the presence of nano-
particles can have a significant effect on the sol properties, especially at 
larger concentration of nanoparticles. The nanoparticles change phys-
ical properties, such a viscosity and gelation time. Viscosity increase 
depends on particle content and their size and shape. Gel time is affected 
by acting as nucleation sites, modifying pH or adsorbing the catalyst. 
Moreover, because of nanoparticles size the penetration is not deter-
mined only by the changes in physical properties of the sol, but also by 
physical restriction because smaller may clog by the particles during the 
process. In the presented cases, we divided the parameter space of each 
component into 6 equally spaced values. This resulted in 216 observa-
tion points for each physical parameter. The physical parameters were 
used by the model to calculate the penetration depth. 

Our results show we can see that the optimal mixture depends on the 
material pore structure. Hence, with a single product we cannot obtain 
the best penetration depth for all materials. However, we can find the 
mixture that makes a better compromise for all materials. Additionally, 
we demonstrated the ability of the proposed procedure to find the 
optimal product under specific user defined constraints. We considered 
constraining gelation time, which is relevant for practical applications. 
The results for the gelation time-limited cases highlight again that the 
optimal mixtures are different for different materials, but the differences 
in the penetration depths vary less compared to the cases with no lim-
itation on the gelation time. For these non-limited gelation time cases, 
there is indeed a one order of magnitude difference in penetration depth 
between the considered fine pore and large pore systems. When the 
gelation time is restricted to a maximum of 6 or 12 h, the penetration 
depth in the fine and large pore matrix systems is almost the same. 

The procedure has been validated by the blind prediction of the 

Fig. 9. Comparison between measured and predicted physical values: surface tension (left), and gelation time (right).  

Table 6 
Measured properties for the validation mixes.  

Product ρ (g/ml) η (cP) SCA (◦) Gelation time (m) γ (mN/m) 

UCA-T 1.052 4.69 39.0 960 21.20 
Sol A 1.042 4.89 32.2 919 24.64 
Sol B 1.034 5.12 30.4 980 24.71  

Fig. 10. Comparison between measured and predicted penetration depths: s/c 5:1 w/c 0.7 (left), and s/c 5:1 w/c 0.7 FS (right).  
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optimal mix. The prediction of sol properties shows a very good agree-
ment with the measured values for the density and viscosity. For surface 
tension and gelation time, the predicted values have quantitative dif-
ferences, but the trend is consistent. In addition, the penetration depth is 
a bit overestimated, however, the trend is correctly captured and the 
optimized product performs considerably better. 

Future research can be extended to account for other environmental 
variables that play an important role in the penetration depth, such as 
temperature and relative humidity. Then the proposed optimization 
workflow would apply to a wide range of climate conditions for which 
protection is required. In addition, the process can be improved to ac-
count for different types of impregnation treatments or substrates. One 
of the limitation of the current research is that for materials with a very 
specific pore shape, such as slit-shaped pores that are common in clay- 
based materials, the physical model to predict penetration depth, and 
even more the sol uptake, should be calibrated and additional variables 
may need to be considered. 

The optimization in this work is done on Ordinary Portland Cement 
(OPC) only. This choice is based on the fact, that most of the civil 
structures and monuments are made by OPC based concrete. The pur-
pose of this work is to propose a methodology and use an available set of 
experiments to prove the concept. The methodology described in this 
manuscript is not restricted to OPC and can be used, in principle, for 
blended cement, stones, brick or other building materials. For different 
materials, however, the interaction between sol and material can change 
sol-gel kinetics (gelation time) and/or contact angle. These differences 

may affect the exact penetration depth values, but the trends predicted 
by the methodology are expected to be similar because the trend de-
pends on the pore size distribution of the material. 
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Fig. 11. Comparison of penetration depths for optimized and not optimized (UCA-T) product for two different materials. The red line denotes the penetration depth 
(the product is applied at the top). Left and right figures correspond to different replicates. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the Web version of this article.) 
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