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Abstract—Passive photonic integrated circuits (PICs) can be
easily characterized in the frequency-domain, but their accurate
time-domain performance evaluation is a hurdle for system-
level designers, especially when dealing with resonant circuits
having highly dispersive behavior, such as ring resonators. In this
paper, a new equivalent circuit modeling and simulation approach
is proposed, based on the Complex Vector Fitting algorithm,
able to perform accurate and robust time-domain simulations
of passive PICs directly in standard SPICE simulators. The
proposed modeling technique starts from scattering parameters
of passive PICs, and is able to capture linear and high order
dispersion, backscattering, and wavelength dependent effects.
Considering the different nature of optical and electronic signals,
a novel concept of equivalent voltage and current for optical
waveguides is proposed to simplify the optical to electronic ports
conversion and to make it possible to connect and terminate the
equivalent circuit models as needed in SPICE simulators, natively
supporting bidirectional signal propagation in a waveguide. This
work provides a precise and reliable solution to evaluate time-
domain characteristics of passive PICs and to access any internal
nodes within a circuit, such as the signals inside a ring resonator.
Three examples of time-domain simulations of passive PICs in
commercial SPICE simulators are presented to demonstrate the
flexibility and advantages of the proposed technique.

Index Terms—photonic integrated circuits, Complex Vector
Fitting, SPICE-compatible equivalent circuits, time-domain sim-
ulations.

I. INTRODUCTION

BENEFITING from the combination of a very high index
contrast and the compatibility with the CMOS fabrication

technology, silicon photonic integrated circuits (PICs) are
experiencing a rapid growth in complexity, functionality, and
integration scale. As for electronic integrated circuits (EICs),
large and complex PICs design should be circuit-driven, and
therefore requires accurate and efficient circuit-level time-
domain simulations to reduce design iterations.
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However, the lack of a standardized modeling and simula-
tion framework is a significant limiting factor for PICs design.
In the field of electronics, circuit simulation of analog EICs
has long been standardized with SPICE, later extended by the
Verilog-A modeling language. In contrast, the photonics field
currently offers several commercial circuit-level simulation
tools for PICs, such as Lumerical Interconnect, VPIcompo-
nentMaker Photonic Circuits, Synopsys Optsim, Optiwave’s
OptiSPICE and IPKISS by Luceda Photonics. Compared to
their electronic counterparts, there is no agreement on a
standard modelling formalism, let alone a common model
definition language [1], [2]. As a result, all these tools have
their own model implementations, which are very different
from one another. This raises a significant challenge for
designers when they need to implement their own models
for customized designs or shift to a different commercial
simulation tool.

Considering that PICs are comparable to analog EICs, due
to the analog nature of photonics, many have proposed to
carry out time-domain simulations of PICs in sophisticated
electronic simulators based on SPICE or Verilog-A [1]–[6].
Literature of the past decades shows many implementations of
photonic compact models that are compatible with electronic
circuit simulators, such as lasers [7]–[9], modulators [10]–
[12], photodetectors [13]–[15], switches [16], etc. For active
elements, which contain both electrical and optical ports,
this has indeed proven successful, mostly for application
cases in optical communications. However, most of these
equivalent circuit models for passive PICs have been built
by describing their input/output behavior based on analytic
models; hence, it can become quite challenging to incorporate
wavelength dependent [6] or high-order dispersion [4], [5],
especially when propagation is bidirectional and the effects of
backscattering or optical return loss need to be included [4]–
[6]. This could lead to inaccurate simulation results, especially
when analyzing large passive PICs consisting of multiple
coupling, interference, and/or resonating devices. To the best
of our knowledge, even when some works considered back
reflections and scattering for interference-based devices, such
as the optical connectors in [3], wavelength dependent effects
were not captured.

Another limitation of existing works [2]–[5] is the way that
signal propagation is implemented. Optical signals are often
represented by their complex envelope modulated on a carrier
frequency, to eliminate the extremely high-frequency optical
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oscillations [2]–[5], [17]. Typically, optical connections are
implemented as a bus of multiple nets, each carrying either
amplitude/phase or real/imaginary information (since SPICE
natively supports only real-valued signals for time-domain
analyses) traveling in a single direction. As a result, when
converting a passive PIC to their equivalent circuit models
in SPICE or Verilog-A, the number of ports quadruples:
2× for the two propagation directions and 2× given the
complex nature of the signals. In many cases, the number
of wires in the bus is furthermore multiplied by the number
of modes/polarizations in the waveguide (TE/TM) and the
number of wavelength channels. This large number of wires in
a bus makes the equivalent circuit models less compact and,
as a result, the routing of large systems in schematics can
become more confusing [18].

To address these issues, we propose an alternative method to
construct accurate SPICE-compatible equivalent circuit mod-
els for passive PICs. The modeling process starts from the
scattering parameters of the PIC under study, which can be
obtained via full-wave electromagnetic simulations. Therefore,
high order dispersion, back scattering, and wavelength depen-
dent effects are all properly captured. Then, a corresponding
baseband state-space model is computed via the Complex Vec-
tor Fitting (CVF) algorithm [17], [19]. This type of model is
inherently bi-directional and it can be expressed by a system of
real-valued, first-order ordinary differential equations (ODEs),
which is well suited to be solved in SPICE simulators. Note
that, a software toolbox for the CVF modeling technique has
been released in open access [20].

Next, the obtained state-space model is converted into a
suitable electrical network, consisting of lumped components
and controlled sources. To alleviate the issue of the large
increase of input/output ports of the obtained circuit, we
introduce the concept of equivalent voltages and currents for
optical waveguides, by analogy with microwave circuit theory,
which allows for bi-directional propagation of signals on the
same wire. As a result, the number of input/output ports in the
obtained SPICE-compatible equivalent circuit is only doubled
with respect to the actual component, while it is quadrupled for
other techniques. Finally, the obtained electrical network (or
equivalent circuit) can be simulated in any SPICE-compatible
simulation environment, once a suitable simulation set-up is
defined by including suitable sources and terminations.

The proposed technique enables fast and accurate time-
domain simulation of photonic circuits by leveraging on ma-
ture EDA software. Furthermore, by computing an equivalent
circuit for each component of a complex PIC and suitably
connecting them, designers can perform system level analyses
and also access time-domain signals at the connection nodes
of different components of a passive PIC.

The paper is organized as follows. Section II demonstrates
that passive photonic circuits can be modeled with real-valued
state-space representations. In Section III, such state-space
models are first converted into SPICE-compatible equivalent
circuits, and then forward and backward waves are transformed
into voltages and currents, thereby allowing one to cascade
the obtained equivalent circuit models in electronic circuit
simulators for system simulations. Section IV validates the

proposed method by means of three relevant application ex-
amples. Conclusions are drawn in Section V.

II. STATE-SPACE MODELS OF PASSIVE PHOTONIC
CIRCUITS

Passive photonic circuits can always be characterized by
means of the scattering parameters S, which are typically
obtained via full-wave electromagnetic simulations or trans-
mission measurements (note that this should also include phase
measurements, e.g. using an optical vector analyzer). However,
due to the high operational frequencies of photonic circuits,
it is more computationally efficient to model and simulate the
equivalent baseband representation of photonic systems and
signals [19], which describes the amplitude and phase envelope
of a signal modulated onto an optical carrier frequency. For
most applications, these baseband systems and signals are de-
fined at electronic rather than optical frequencies. Additionally,
optical signals can always be analytically computed starting
from their baseband counterpart [19].

In [17], the CVF algorithm was proposed to build state-
space models based on the scattering parameters for fast, ac-
curate and robust time-domain simulations of passive photonic
circuits. Starting from the baseband scattering parameters Sbb

of the system under study, evaluated over a discrete set of
frequencies over the band of interest for the application at
hand, the CVF algorithm [17] is able to build a rational pole-
residue model in the form

Sbb(s) =

K−1∑
k=0

Rk

s− pk
+D (1)

where s = j2πf is the Laplace variable, Rk are the residues,
pk are the poles, which can be either real or complex, and
D is a real matrix modeling the asymptotic response at high
frequencies. Starting from the rational model in (1) computed
via CVF, it is possible to analytically derive the corresponding
system of first-order ODEs in the form

dx(t)
dt

= Ax(t) +Ba(t)

b(t) = Cx(t) +Da(t),
(2)

where a(t) ∈ Cn×1 and b(t) ∈ Cn×1 are the baseband
signals which represent incident and outgoing/reflected waves,
respectively. x(t) ∈ Cn×1 is a state vector, and A ∈ Cm×m,
B ∈ Rm×n, C ∈ Cn×m, D ∈ Rn×n are state-space
parameters, while n is the total number of ports of the system
under study and m is the product of n and the number of
poles K that are used in the model [17], [20]. Note that,
for simplicity reasons, all subscripts that represent baseband
signals are omitted in (2) compared to the notation used
in [17], [20].

The port signals of the CVF model represented by (2) are
complex-valued and describe the amplitude and phase of an
signal modulated on the optical carrier wave. Considering
the fact that complex numbers are not natively supported
by any electronic circuit simulators, a CVF model must be
converted into an equivalent real-valued form before it can be
simulated in electronic circuit simulators. In [17] we showed
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that the real-valued version of a CVF model can be derived by
separating the real and imaginary parts of the complex signals
and matrices in (2). It has the following form

dxℜ(t)

dt
=Aℜxℜ(t)−Aℑxℑ(t) +Baℜ(t)

dxℑ(t)

dt
=Aℜxℑ(t) +Aℑxℜ(t) +Baℑ(t)

bℜ(t) = Cℜxℜ(t)−Cℑxℑ(t) +Daℜ(t)

bℑ(t) = Cℜxℑ(t) +Cℑxℜ(t) +Daℑ(t),

(3)

where the indexes ℜ and ℑ indicate the real and imaginary
parts, respectively. Then, by defining

â(t)=

[
aℜ(t)
aℑ(t)

]
, b̂(t)=

[
bℜ(t)
bℑ(t)

]
, x̂(t)=

[
xℜ(t)
xℑ(t)

]
(4)

and
Â =

[
Aℜ −Aℑ
Aℑ Aℜ

]
, B̂ =

[
B 0
0 B

]
,

Ĉ =

[
Cℜ −Cℑ
Cℑ Cℜ

]
, D̂ =

[
D 0
0 D

]
,

(5)

where 0 represents the null matrix, (3) can be written as [17]
dx̂(t)

dt
= Âx̂(t) + B̂â(t)

b̂(t) = Ĉx̂(t) + D̂â(t).

(6)

It is important to remark that it is possible to guarantee
the stability and passivity of CVF models in the form (6).
In particular, stability can be guaranteed by construction,
while passivity can be checked (and enforced if needed) as
a post-processing step [17]. Note that, a publicly available
MATLAB implementation of the CVF algorithm is available
at http://sumo.intec.ugent.be/CVF, including routines for pas-
sivity assessment and enforcement of CVF models. Giving a
detailed description of the CVF modeling method is outside of
the scope of this contribution, the interested reader is referred
to [17], [20] for a complete discussion on the properties of the
CVF technique. It is worth mentioning that the real/imaginary
form is used in this work as opposed to magnitude/phase form,
since the latter one could create some problems as mentioned
in [4], [21].

Now, passive photonic circuits can be represented by real-
valued state-space models in the form of (6), which is suitable
to be simulated in SPICE simulators (where only real numbers
are supported). In next section, a method is presented to
convert this real-valued mathematical model to a SPICE-
compatible equivalent circuit model.

III. SPICE-COMPATIBLE EQUIVALENT CIRCUIT MODELS
FOR PASSIVE PHOTONIC CIRCUITS

A. Converting State-Space Models into Electronic Circuits

Mathematically, the real-valued model represented by (6)
consists of a set of first-order linear differential equations,
which, in principle, can be solved by SPICE. To do so, (6)
needs to be converted into a SPICE netlist consisting of
elementary electronic circuit elements.

It can be observed that such real-valued model contains
three mathematical operations: differentiation, addition, and

vccsvccs

1̂x
12 2
ˆ ˆi A x=

……

12 2
ˆ ˆi B a=11 1

ˆ ˆi B a=

……

vccs

vccs vccs

11 1
ˆ ˆi C x= 12 2

ˆ ˆi C x=

……

12 2
ˆ ˆi D a=

……

vccs
1b̂

(b)

1â

R1FC =

(a)

11 1
ˆ ˆi A x=

vccs

vccs

11 1
ˆ ˆi D a=

Fig. 1. SPICE-compatible equivalent circuit diagram for real-valued state-
space models of passive photonic circuits. (a) equivalent circuit of the first
differential equation in the real-valued model; (b) equivalent circuit of the
first linear equation in the real-valued model.

multiplication. The set of linear differential equations can be
modeled with an array of capacitors interconnected by voltage
controlled current sources [22]. Meanwhile, the state variables
x̂(t) and incident waves â(t) are numerically mapped to
voltage signals in SPICE, as shown in Fig. 1 (a). A very
large resistor R (e.g. > 1018Ω) is added to prevent floating
nodes and will not affect the behavior of the circuit [22].
Similar implementations of ordinary differential equations in
other fields can be found in [23], [24]. Then, following
Kirchhoff’s current law, the set of linear equations for the
reflected waves b̂(t) can be converted into multiple parallel
branches containing voltage controlled current sources [25],
where the backward waves are interpreted as the total current
of all parallel branches, as shown in Fig. 1 (b). Note that the
time dependency of x̂(t), â(t), and b̂(t) is omitted in Fig. 1,
for simplicity.

Now, given the forward waves â(t), the backward waves
b̂(t) can be obtained via simulating this equivalent circuit
model in any SPICE simulator. However, this is only suitable
for simulating a standalone passive photonic device or circuit.
Indeed, problems will appear when connecting ports of these
models. For example, let us assume that two passive photonic
circuits with two input/output ports are physically connected
with the same waveguide cross section (the propagation con-
stants and mode profiles at the interface are matched): the
waves (bR or bL) emanating from the circuit on one side of
a reference plane equal to the waves (aL or aR) entering the
circuit on the other side of the reference plane, as depicted
in Fig. 2. Due to the fact that incident and reflected waves
are mapped to voltages and currents in the equivalent SPICE
model shown in Fig. 1, respectively, SPICE simulators will
assume aL = aR and bR = −bL when the SPICE models
of these two photonic circuits are directly cascaded, which
is obviously wrong. This is because voltage and current are
signals of conservation systems that are formulated using
conservation laws at the connection nodes, and comply with
KCL and KVL. In contrast, forward and backward optical
waves are intrinsically traveling electromagnetic waves and
they follow signal-flow-graph theory in this scenario.

To solve this problem, in next section we introduce the con-
cept of equivalent voltage and current for optical waveguides
by analogy in microwave circuit theory.
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Fig. 2. Relations of optical signals at the node of two connected photonic
circuits.

B. Equivalent Voltages and Currents of Optical Waveguides

At low frequencies, electronic circuits that contain lumped
elements are described and analyzed with voltages and cur-
rents. At high frequencies, microwave circuits that contain
distributed elements are characterized with electric and mag-
netic fields. In order to facilitate the analysis of microwave
circuits, equivalent voltages and currents of waveguides were
proposed to make optimum use of low frequency circuit
concepts, which serves as a cornerstone of microwave circuit
theory (or waveguide circuit theory) [26]. This brings great
advantages, since it makes it possible to analyze waveguide-
based systems with conventional circuit theory and simulate
microwave circuits in SPICE simulators.

Passive photonic circuits are similar to microwave circuits
given that both of them are waveguide-based systems and
manipulate the propagation of electromagnetic waves. A main
distinction is that photonic circuits deal with optical waves
whose frequencies are significantly higher than microwaves. In
order to simulate photonic circuits in conventional electronic
circuit simulators and to solve the problem mentioned in the
previous section, it is necessary to construct the concept of
equivalent voltages and currents for optical waveguides, just
like it has been done for microwave waveguides.

The total electric and magnetic fields in a single mode
of an optical waveguide are combinations of forward and
backward propagating mode fields. Therefore, their transverse
components can be expressed as

Et = C+ete
−jβz + C−ete

jβz,

Ht = C+hte
−jβz − C−hte

jβz.
(7)

In (7), C+ and C− are arbitrary amplitude constants, β is the
propagation constant, et and ht are the transverse components
of electric and magnetic fields, respectively, which are related
to each other by ht = (z × et)/Zw and Zw is the wave
impedance. Only transverse fields are taken into account since
axial components do not contribute energy at the terminal
plane of each waveguide port, as described by (9).

By exploring the microwave circuit theory [26], the equiv-
alent voltage and current are defined as:

V = V + + V − = K1C
+e−jβz +K1C

−ejβz,

I = I+ − I− = K2C
+e−jβz −K2C

−ejβz,
(8)

where V + = K1C
+e−jβz , V − = K1C

−ejβz , and I+ =
K2C

+e−jβz , I− = K2C
−ejβz . V + and I+ can be considered

as forward propagating voltage and current waves, respec-
tively, while V − and I− are the backward propagating ones.
Note that K1 and K2 are constants of proportionality intro-
duced to conserve power that are calculated from equivalent

voltage, current and transverse electric and magnetic fields, as
shown below

1

2
V +(I+)∗ =

|C+|2

2

∫
S

et × h∗
t · zdS, (9)

which can be simplified to

K1K
∗
2 =

∫
S

et × h∗
t · zdS. (10)

(9) calculates the total complex power over the cross section
S of a waveguide, which imposes a constraint on K1 and
K2. As pointed out in [26], K1K

∗
2 can be forced to unity by

proper normalization of et and ht. Then, the forward a and
backward b waves that define the scattering parameters can be
represented by C+e−jβz and C−ejβz , respectively, and there
is

V +(I+)∗ = aa∗, V −(I−)∗ = bb∗. (11)

To determine K1 and K2, a second constraint is required:

Z =
V +

I+
=

V −

I−
=

K1

K2
. (12)

The ratio Z between K1 and K2 can be considered as
equivalent characteristic impedance. Now, the net power into
each port can be calculated as

P =
|a|2 − |b|2

2
=

V +(I+)∗ − V −(I−)∗

2
=

ℜ(V I∗Z∗)

2Z∗ .

(13)
(13) demonstrates that only when Z is chosen to be real, the
net power calculated from V and I is equal to the difference
between the powers carried by the forward and backward
waves. With a real-valued Z, port voltages and currents can be
represented by linear combinations of forward and backward
waves via simple manipulation of (8), (11), and (12)

V = V + + V − =
√
Z(a+ b),

I = I+ − I− =
a− b√

Z
.

(14)

and V + =
√
Za, V − =

√
Zb, I+ = a/

√
Z, I− = b/

√
Z.

C. Connection and Termination of SPICE Equivalent Circuit
Models

Section III-A mentioned that SPICE-compatible circuit
models (in Fig. 1) of passive photonic devices can not be
directly cascaded in circuit simulators. Using the novel defini-
tion of equivalent voltage and current for optical waveguides as
derived in Section III-B, the ports represented by â(t) and b̂(t)
in Fig. 1 can be converted into ports represented by voltages
and currents. To do so, first (14) is written as

a =
V + ZI

2
√
Z

,

V = ZI + 2
√
Zb.

(15)

The first equation of (15), converting the incident wave a,
corresponding to the port voltage of the SPICE-compatible
circuit in Fig. 1, to the equivalent voltage and current, is imple-
mented by the series connection of a voltage controlled voltage
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Fig. 3. Connection of SPICE equivalent circuit models for passive photonic circuits. (a) cascading of two two-port photonic circuits; (b) connection of the
corresponding real-valued state-space models represented by (6); (c) connection of the corresponding SPICE equivalent circuit models illustrated in Fig. 1.

source with amplitude V
2
√
Z

and a current controlled voltage
source with amplitude ZI

2
√
Z

. Similarly, the second equation of
(15), relating the equivalent voltage to the equivalent current
and reflected wave b, corresponding to the port current of
the SPICE-compatible circuit in Fig. 1, is implemented by
a current controlled voltage source with a series resistance
Z. The result of adding these external components is that the
photonic scattering waves are mapped to equivalent voltage
and current signals that allow to cascade SPICE-compatible
circuits while respecting the underlying physics.

To better illustrate this idea, an example of cascading the
SPICE models of two photonic circuits with two input/output
ports is presented in Fig. 3. It can be observed from Fig. 3 (a)
and (b) that one physical port of a photonic circuit corresponds
to two ports of a real-valued state-space model, as explained
in Section II. Figure 3 (c) demonstrates how to implement
the interface conversion through (15) and how to cascade two
SPICE equivalent circuit models after the interface conversion.

Now, let us consider one node in Fig. 3 (b), for example
the one where a2ℜ = b3ℜ and b2ℜ = a3ℜ. According to (14),
the relations V2ℜ = V3ℜ and I2ℜ = −I3ℜ can be easily
derived, which suggests that V2ℜ, V3ℜ, I2ℜ, and I3ℜ at the
corresponding node in Fig. 3 (c) comply with KVL and KCL.
Note that, while Fig. 3 presents a series connection of two
photonic circuits, this method can be immediately generalized
to large photonic circuit networks that are connected in an
arbitrarily complex manner.

It is important to remark that, when physically cascading
multiple photonic circuits in real life designs, pairs of iden-
tical waveguides (or ports) are joined without discontinuity.
Therefore, in this work, only nodes that link two waveguides
(or ports) are considered, whereas any junctions connecting
three or more waveguides (or ports), such as splitters, should
be treated as passive devices with their own internal SPICE

circuit.
When it comes to simulating the SPICE circuit model in

Fig. 3 (c), another practical issue is how to excite it with a
given incident wave and how to terminate the circuit’s ports.
Let us assume that port 1 in Fig. 3 (a) is excited by an optical
wave u which is a complex-valued time-dependent signal.
The time dependency is omitted for u to keep it consistent
with the notation used in Fig. 3. Hence, the incident wave
a1 at port 1 equals u which for the real-valued model in
Fig. 3 (b) becomes a1ℜ = uℜ, a1ℑ = uℑ, with uℜ and uℑ the
real and imaginary parts of u, respectively. Accordingly, two
sources should be properly attached to the ports represented
by (V1ℜ, I1ℜ) and (V1ℑ, I1ℑ) in Fig. 3 (c). This can be
implemented by connecting a Thevenin voltage source with
output resistance Z to an external port of the SPICE circuit,
as shown in Fig. 4. The signal amplitude of Thevenin voltage
driver must satisfy

V1ℜ =2
√
Zuℜ − ZI1ℜ =

√
Z(uℜ + b1ℜ),

V1ℑ =2
√
Zuℑ − ZI1ℑ =

√
Z(uℑ + b1ℑ).

(16)

Any open ports that are not connected to other circuits must
be carefully terminated with a matched resistor Z to prevent
back reflections. Doing this, only the backward wave b will
emanate from the port while the incident wave a disappears.
This leads to

V4ℜ =
√
Zb4ℜ, I4ℜ = −b4ℜ/

√
Z,

V4ℑ =
√
Zb4ℑ, I4ℑ = −b4ℑ/

√
Z,

(17)

Supposing the ports represented by (V4ℜ, I4ℜ) and (V4ℑ, I4ℑ)
in Fig. 3 (c) are not connected to any source when performing
time-domain characterization, this means they thus must be
properly terminated by matched resistor Z, as is shown in the
simulation set-up depicted in Fig. 4.
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The SPICE circuit in Fig. 3 (c)

Fig. 4. Termination of SPICE equivalent circuit models for time-domain
simulations when port 1 of the circuit in Fig. 3 (a) is excited and port 4 is
unused.

It is important to remark that the value of the equivalent
characteristic impedance Z can be chosen arbitrarily when
computing an equivalent circuit of a passive photonic device
via the proposed method. However, when connecting the
obtained equivalent circuit with others computed with the same
approach, it is important that the characteristic impedance
adopted is the same for all circuits. Otherwise, a mismatch
will be introduced at the connecting nodes of any two circuits,
due to the different mapping adopted when converting optical
waves into voltages and currents, and the accuracy of the
corresponding simulation results will decrease. Note that a
similar condition holds in the microwave domain: in order
to connect systems described by their scattering parameter
representations, it is necessary that the value of the reference
impedance used to compute the scattering matrix is the same
for all systems under study. Additional details are given in
the next section, along with the definition of the reference
impedance.

D. Equivalent Circuits for Photonic and Electronic devices

It is important to remark that equations (14) − (17)
derived above are equivalent to the corresponding equations
for microwave components. The main difference resides in
the definition of the impedance Z. For microwaves electronic
circuits, Z corresponds to the characteristic impedance of the
transmission lines used to measure (or simulate) the scattering
parameters: as such, it is also called reference impedance.
Hence, the value of the scattering parameters depends on the
specific reference impedance chosen during measurements or
simulations [27].

This does not hold for the characteristic impedance Z
defined in Section III-B, which is introduced only to obtain a
consistent mapping between photonic waves and voltages and
currents and does not have any influence on the computation
of the scattering matrix of the photonic system under study.

However, given that the mapping of optical waves into
electrical signals presented here is consistent with the corre-
sponding one defined in the microwave domain, in principle it
is possible to adopt any technique presented in the microwave
domain to convert real-valued state-space models of scattering
parameters into SPICE-compatible equivalent circuits, in order

Shift by fc

CVF

Compact baseband model

Baseband scattering parameters

Simulated or measured scattering 

parameters

( ) 1, 2,rf r R=S

Interconnect the equivalent 

circuits

Import SPICE netlists into 

EDA environment

Convert

Real-valued state-space model

Circuit synthesis

Equivalent SPICE-compatible netlist

Connect simulation sources 

          such that

Terminate any open ports

       such that

Perform time-domain simulation

Convert port voltages and currents 

back to incident and reflected waves

Fig. 5. Flowchart of the proposed modeling and simulation method; ZS is
the output impedance of the simulation source, ZL represents the external
resistance used to terminate open ports and Z is the characteristic impedance
used to compute the equivalent circuit.

to compute the desired equivalent circuit for any passive
photonic device, as long as the conversion from waves into
electrical signals is defined as described in Section III.

For example, the technique [25] adopts a similar approach to
the one described in the previous sections, based on controlled
sources and the reference impedance, to convert microwave
incident and reflected waves into voltages and currents. By
substituting the reference impedance with the characteristic
impedance Z defined in Section III-B and by choosing ex-
citation and terminations as described in Section III-C, it is
possible to use the technique [25] to derive and simulate
an equivalent SPICE-compatible circuits for passive photonic
components.

The flowchart of the proposed modeling and simulation
method is illustrated in Fig. 5.

IV. NUMERICAL EXAMPLE

This section presents three application examples of the
proposed technique. In order to show the flexibility of the
proposed approach, two different circuit simulators will be
used: LTspice of Analog Devices and Advanced Design Sys-
tem (ADS) of Keysight Technologies. In order to prove that the
value of the characteristic impedance Z can be freely chosen,
the value Z = 50 Ω will be used in the first application
example, while Z = 1 Ω will be adopted for the examples
in Sections IV-B and IV-C.

The CVF modeling algorithm starts from the baseband
scattering parameters of the system under study. Hence, the
obtained equivalent netlist is only valid for one optical carrier
frequency, corresponding to the baseband shift of the scattering
parameters. Time-domain simulation of multiple wavelength
channels requires the computation of a new CVF model and
corresponding equivalent netlist for each optical carrier propa-
gating in the system. However, in the three numerical examples
presented in this work, only single wavelength signals are
considered.
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Fig. 6. The structure of the Mach-Zehnder interferometer under study.

A. Mach-Zehnder interferometer

In this first example, an ideal Mach-Zehnder interferometer
(MZI) is studied, which is composed by two directional
couplers (DCs) and two waveguides, as shown in Fig. 6.
For this example, the scattering parameters of the MZI are
analytically defined and do not take into account back-
reflections, scattering and wavelength dispersion. This simple
example allows us to clearly illustrate the characteristics of the
proposed approach and to validate the obtained results against
analytical calculations.

By focusing on the analytic expressions of the transfer
function corresponding to the bar (S13) and cross port (S14)
of the device in a sparse matrix, a frequency domain model
can be constructed for evaluation of the scattering parameters.
The transfer function of the bar and cross port can be written
as [28]

S13(ω) =
√
r1r2e

−jω∆t1 −
√
(1− r1)(1− r2)e

−jω∆t2

S14(ω) = j
√

(r1(1− r2)e
−jω∆t1 + j

√
(1− r1)r2e

−jω∆t2

(18)

with r1 and r2 the self-coupling coefficients of the directional
couplers and ∆t1 and ∆t2 the delays in the upper and lower
arm, respectively. In this example, r1 and r2 are selected for a
50:50 symmetrical directional coupler with 2% power losses,
∆t1 = 0.4 ps and ∆t2 = 1.2 ps. The time-domain output
response corresponding to the scattering matrix definition of
(18) can be analytically derived and results from the two-beam
interference of the signals propagating in the upper and lower
arm of the MZI. Time-domain simulation of the analytical
model is implemented in the Caphe circuit simulator of Luceda
Photonics.

The analytically defined scattering parameters of the de-
vice, shown in Fig. 7, are evaluated in the frequency range
[192.17; 194.67] THz (corresponding to a wavelength range
of [1.54; 1.56] µm) while considering a carrier frequency
fc = 193.46THz (1.55 µm). In this example, 81 frequency
samples are used, and they are uniformly distributed over
the frequency range of interest. Following the CVF modeling
procedure, a stable and passive CVF model is built with 6
poles, leading to a maximum modeling error between the data
and the model’s response below −47 dB. Then, the real-valued
state-space model (6) is computed and converted into an
electrical circuit as described in Section III. The characteristic
impedance used to generate the circuit is set to 50Ω. Finally,
the SPICE netlist is imported in ADS, simulation sources
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Fig. 7. The normalized DFT spectrum Xn of the 4-QAM input signal (green
line) plotted along the baseband analytical scattering parameters of the ideal
MZI (red and blue lines).
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Fig. 8. The in-phase part (red) and quadrature part (blue) of the 10 Gbit/s
and 12 bits long 4-QAM input signal applied to P1 of the MZI.

are connected and any remaining open ports are properly
terminated.

In particular, the MZI is simulated in ADS by applying
an ideal 4 quadrature amplitude modulation (QAM) input
signal at port P1 (no noise or overshoot/undershoot present
on the signal). The in-phase and quadrature component of
P1 are each excited by an RF bit sequence with bit rate 10
Gbit/s and 12 bits long. The bit sequence and its baseband
DFT spectrum (I(f) + jQ(f)) are shown in Figs. 8 and 7,
respectively. A time-domain simulation of the MZI circuit
is performed in ADS and the output response at the cross
port is compared to the corresponding value obtained via
the analytical time-domain model. As it can be observed in
Fig. 9, the time-domain SPICE simulation of the MZI shows
very good convergence with respect to the one obtained by
directly using the analytical model. Figure 10 illustrates the
amplitude error of the SPICE simulation with respect to the
analytical response at each time step. While the absolute
error is usually well below 10−3, it increases around sharp
signal transitions. This is caused by numerical effects that are
more prominent for sharp signal transitions, which have high-
frequency components, and this also depends on the finite
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Fig. 9. Time-domain SPICE simulation of the MZI output at P4 (red)
compared to the analytical output response (blue).
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Fig. 10. Amplitude of the error between the SPICE and analytical output
response; the red solid line represents the error corresponding to b4ℜ while
the blue solid line represents the error of b4ℑ.

time step used to simulate the circuit, the modeling error
associated with the CVF model and the technique used to
solve the Modified Nodal Analysis (MNA) matrix in the circuit
simulator.

To illustrate that port terminations must be matched to the
characteristic impedance Z used to compute the equivalent
circuit, we conduct the following experiment: time-domain
simulations of the MZI circuit are performed for several values
of the port resistances, different from the value Z = 50 Ω
used to compute the equivalent circuit. Figure 11 shows that
as the impedance mismatch becomes larger, the distortion of
the output response increases as well. This can be understood
by noting that as the impedance mismatch becomes larger,
more power is reflected back towards the load. Since these
reflections are non-inherent to the operating conditions of the
MZI, they act as parasitics and distort the output response.
Therefore, it is fundamental to match all port terminations to
the reference impedance of the circuit when conducting SPICE
simulations.
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Fig. 11. Transient output response of the signal b4ℜ corresponding to the ideal
50Ω MZI circuit; the simulation is repeated for external resistance values of
10Ω (lime), 30Ω (blue) and 200Ω (cyan); the solid red line represents the
analytical output response.
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Fig. 12. The geometric structure of the five-ring resonator filter.

B. Ring resonator filter

In this section, a five-ring resonator filter that comprises
four DCs and two multimode interferometers (MMIs) will be
studied. The CVF model of this filter was built and simulated
in MATLAB in a previous work [17]. In this paper, the
corresponding SPICE equivalent circuit model will be built
with the proposed technique and then simulated in LTspice.
Since the results obtained from time-domain simulation of the
CVF models in MATLAB are verified in [17], [19], [20], [29],
they will serve as a benchmark in this work to evaluate the
accuracy of the proposed technique.

The structure of the filter is shown in Fig. 12. The scattering
matrices of this filter are obtained by the method mentioned
in [17] and the frequency response is plotted in Fig. 13.
Interested readers are referred to [17] for more detailed in-
formation about this filter. The modeling process starts with
the CVF model of the filter in the form (2), which is built upon
the frequency range [187.37; 199.86] THz (corresponding to
a wavelength of [1.5; 1.6] µm), while considering a carrier
frequency fc = 193.46 THz. Then, a real-valued model can
be immediately derived according to Section II. Finally, a
SPICE equivalent circuit model in the form shown in Fig. 3
(c) is constructed from the real-valued model via the approach
proposed in Section III. Note that the resulting circuit model
is generated in the form of a netlist.

Let us assume that port 1 of the filter is excited by an
amplitude modulated optical signal with carrier frequency
fc = 193.46 THz, while all other ports are properly terminated
to avoid reflections, and the amplitude modulating signal is a
narrow pulse with a width of 1 ps and spectrum in the range

This article has been accepted for publication in IEEE/OSA Journal of Lightwave Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JLT.2022.3206818

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Gent. Downloaded on October 10,2022 at 07:37:37 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. XX, NO. X, MONTH 2022 9

188 190 192 194 196 198
-80

-60

-40

-20

0
M

a
g
n
it
u
d
e
 (

d
B

)

188 190 192 194 196 198
Frequency (THz)

-80

-60

-40

-20

0

M
a
g
n
it
u
d
e
 (

d
B

)

S
11

S
13

S
41

S
21

Fig. 13. The frequency responses of the five-ring resonator filter.

[0; 6] THz. Note that, in practice, it is difficult to generate a
pulse with such narrow width of 1 ps: this extreme situation is
intentionally applied to impose more challenges on the time-
domain simulation, thereby demonstrating the capability of
the proposed method. Since a baseband equivalent signal of
an amplitude modulated signal is purely real [29], there are
u(t) = uℜ(t) = a1ℜ(t) and uℑ(t) = a1ℑ(t) = 0. Then, the
obtained equivalent circuit model is excited and terminated
in LTspice in the way illustrated by Fig. 4 to perform time-
domain simulations. Meanwhile, the CVF model of the filter is
simulated in MATLAB for comparison. It is worth mentioning
that, depending on the organization of the SPICE code, if
only the port voltage and current in Fig. 4 are accessible after
SPICE simulations, one more step is required to calculate the
forward and backward waves according to (14).

Figure 14 shows the real and imaginary parts of the incident
wave at port P1 that excites the CVF model. After carrying
out the simulation of the corresponding SPICE model, incident
waves are recovered from the voltage and current at port P1
according to (14) and are also depicted in Fig. 14 for compar-
ison, which demonstrates that the excitation circuit in Fig. 4
has the same effect of directly exciting port P1 of the filter
with the incident wave. Furthermore, all the output signals
(backward waves in this case) are immediately obtained via
simulating the CVF model with lsim in MATLAB and the
SPICE model with LTspice. Note that the MATLAB routine
lsim allows us to integrate systems of ordinary differential
equations. Figure 15 presents the simulation results. It can be
observed that the results from both simulations show excellent
agreement, and the maximum absolute error among the two
simulation methods is less than 5.11 × 10−4, and thus not
plotted in Fig. 15. Due to the fact that the passband of the filter
is very narrow compared with the spectrum of the excitation
signal, as shown in Fig. 13, the output signals at ports P3
and P4 are quite weak while the transmission at port P2 is
much stronger. Furthermore, it is possible to clearly observe
the strong back reflection at the excitation port and the delays
between the excitation signal and the outputs.

In terms of simulation efficiency, the CVF model takes 0.2 s
in MATLAB, while the SPICE model requires 2.9 s in LTspice.
These computational times have been obtained with a personal
computer with Intel Core i5 processor and 8 GB RAM. The
simulation in SPICE is less efficient, as it is a modified nodal
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Fig. 14. The forward wave (excitation signal) recovered from the voltage and
current at port P1 of the SPICE equivalent circuit.
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Fig. 15. The outputs (backward waves) at each port of the five-ring filter.
The red lines represent the simulation results of the CVF model while the
blue dash lines represent that of the SPICE model.

solver rather than a numerical differential equation solver. It
means that, at every time step the SPICE solver needs to first
transform the energy-storage components (capacitors in this
scenario) into their linear companion models and then convert
the netlist into new nodal matrices according to KCL, before
solving the linear nodal equations [30]. The lsim solver in
MATLAB adopts the state propagation method, which is even
faster than ordinary differential solvers, since it first discretizes
the continuous-time state-space model and then conducts only
two matrix–vector products, namely the state transition matrix
times the state vector and the input matrix times the input
vector for each time step [31].

C. Wavelength-Division Multiplexing Filter

In this numerical example we consider the case of a
wavelength-division multiplexing (WDM) filter, implemented
by a cascaded combination of three stages of double ring
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Fig. 17. Transmission spectrum corresponding to the three drop ports of the
WDM filter.

resonators loaded on a common bus waveguide, as illustrated
in Fig. 16. This type of filter is usually used to separate
the RF channels modulated on different optical carriers. The
channel spacing in this application example is 35GHz at a
center frequency of 193.42THz (1.55 µm) and each channel is
chosen to have a bandwidth of 35GHz. In this section, we will
evaluate the time-domain crosstalk between adjacent channels
with given input signals via the proposed technique. Remark
that such a characterization is a crucial step in signal integrity
analysis. Additionally, we will demonstrate that the proposed
technique enables us to access signals at any internal node of
a photonic circuit (e.g. signals inside the ring resonators of the
WDM filter).

The WDM filter consists of nine S-bend DCs and fourteen
waveguides (WGs) in total, as shown in Fig. 16. To achieve
the desired bandwidth and channel spacing, the coupling
coefficients of the S-bend DCs in the layout are tuned by
varying the length of their coupling region and the lengths
of the waveguides in each ring are also carefully chosen. By
simulating in Lumerical FDTD, DC1 and DC2 in Fig. 16 are
tuned to have a power coupling of κ1 = 0.52 and κ2 = 0.14,
respectively. On the other hand, the waveguides are modeled
by their effective index neff = 2.27, group index ng = 4.54 and
losses α = 1.91 dB/cm. The round trip lengths of the rings are
the same within a single stage, and they are designed to match
the specified passbands while guaranteeing a free spectral
range (FSR) greater than 210GHz. The scattering matrices
of the DCs are extracted from Lumerical FDTD simulations,
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Fig. 18. SPICE equivalent circuit representations of the WDM filter in Fig. 16.
(a) Single SPICE equivalent circuit model representing the S-matrix of the
entire filter. (b) Hierarchical connection of the SPICE equivalent subcircuits
corresponding to the 9 DCs and 14 WGs forming the WDM filter.

while those of the WGs are computed in Luceda IPKISS. For
ease of reference, all ports of the WDM filter are annotated
from P1 to P8, while the internal nodes of interest are marked
as Node1 to Node3. The transmission from input P1 to the
three drop ports (P4, P6, and P8) is plotted in Fig. 17.

The filter is excited at P1 with a 16-QAM signal u(t)
with optical carrier fc = 193.42THz, as shown in Fig. 19.
The corresponding in-phase and quadrature components are
PAM4 sequence signals with a symbol rate 20 Gbaud and 26
bits long. Note that the in-phase and quadrature components
correspond to the real uℜ(t) = a1ℜ(t) and imaginary uℑ(t) =
a1ℑ(t) parts of the excitation signal u(t), respectively [17].
The carrier frequency fc is selected at the center of the pass-
band of the Drop1 port. The crosstalk between the adjacent
channels, that results from applying the 16-QAM signal to the
input port of the filter, can be analyzed by performing time-
domain simulation following the proposed methodology.

In a first analysis, we consider the equivalent circuit repre-
sentation of Fig. 18 (a), where the entire WDM filter is treated
as a black box with transmission spectrum shown in Fig. 17.
Such a model is computed by extracting the scattering matrix
of the entire filter and by building the corresponding CVF
model with 19 poles, thus achieving a maximum absolute error
below -80 dB. As a reference, the time-domain simulation of
the CVF model of the WDM filter is carried out by the MAT-
LAB routine lsim. Then, the corresponding SPICE equivalent
circuit model is constructed as explained in Section III. Such
circuit model is excited and terminated in LTspice according
to Section III-C. Once the corresponding SPICE simulation
has finished, the forward wave a1 at P1 can be recovered
from the voltage and current and must equal the input signal
u(t). This is verified in Fig. 20, which demonstrates that the
equivalent circuit is correctly excited. The outputs (backward
waves) at the three drop ports are plotted in Fig. 21. One
can still distinguish the 4-levels of the PAM4 at port Drop1
(P4) despite the higher frequency components being filtered
out, resulting in smoother signal transitions. The signals at
ports Drop2 (P6) and Drop3 (P8) on the other hand are
affected by crosstalk. Indeed, the amplitude of the time-
domain signals at ports Drop2 (P6) and Drop3 (P8) increases
in correspondence to the transitions of the signals at port
Drop1 (P4). Furthermore, we can observe that the results from
MATLAB and LTspice are in high agreement: the maximum
absolute error for all port signals is less than 9× 10−4.
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Fig. 19. The in-phase part (red) and quadrature part (blue) of the 16 QAM
excitation signal.
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Fig. 20. The forward wave (excitation signal) recovered from the port
voltage and current at P1 of the SPICE equivalent circuit model of the
WDM filter.

Fig. 21. The outputs (backward waves) at the three drop ports of the WDM filter. The red lines represent the simulation results of the overall CVF model in
MATLAB, while the blue dashed lines represent that of the SPICE model of the entire WDM filter in LTspice.

In the following, we compute an equivalent circuit for each
DC and WG forming the filter in Fig. 16, and then connect
them as discussed in Section III-C to obtain the equivalent cir-
cuit representation of the entire WDM filter, illustrated in Fig.
18 (b). Hence, the CVF models of the 23 devices (9 DCs and
14 WGs) are constructed separately with three poles, based on
their scattering matrices. The maximum absolute error between
these CVF models and the corresponding scattering parameters
data is smaller than -95 dB. Note that, the WDM filter under
study is formed by connecting multiple instances of the same
devices: for example, the directional coupler DC1 is used six
times in the WDM filter (see Fig. 16). Hence, the model for
the same devices must be built only once, and then it can be
reused as needed.

All CVF models obtained so far can be converted into
corresponding SPICE equivalent circuits via the method pre-
sented in Section III. Lastly, the 23 equivalent circuits are
properly connected, according to the proposed technique in
Section III-C, thereby forming the final SPICE circuit model
of the WDM filter. Time-domain simulations are performed
with the same settings described above, when a single SPICE
equivalent model of the entire WDM circuit was computed.
Simulation results agree very well with the reference results
in MATLAB, as it can be seen in Fig. 22, illustrating the port
signals at P1, P2, and P5. For clarity, only the signals at the

time window from 200 ps to 800 ps are shown. Note that,
the backward waves at ports P1 and P5 are the result of the
counter-propagating light inside the ring resonators, and they
are correctly simulated because the backscattering of the DCs
in Fig. 16 is captured in Lumerical FDTD and then properly
incorporated into the model by the CVF technique. Similar
results can be obtained for all other port signals, thus proving
that the connection method proposed in Section III is valid
and accurate. More specifically, the maximum absolute error
for all port signals among the reference results in MATLAB
and the ones obtained by connecting SPICE models in LTspice
is less than 8 × 10−3. While the simulation results are still
accurate, this error is relatively larger than the one obtained
by computing an equivalent circuit starting directly from the
scattering parameters of the entire WDM filter. Indeed, in
the latter case the equivalent circuit and the state-space CVF
model are mathematically the same model, but solved in
different simulators (LTspice and MATLAB, respectively).
Instead, when computing separate models for each component
of the WDM filter, the modeling error can propagate and
accumulate. Hence, it is relevant to compute accurate CVF
models when connection with other circuit elements is desired.

It is important to remark that, by seperately computing
an equivalent circuit for each component of the filter, not
only signals at the input/output ports of the WDM filter are
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Fig. 22. The outputs (backward waves) at P1, P2, P5 of the WDM filter.
The red lines represent the simulation results of the overall CVF model in
MATLAB, while the blue dashed lines represent the results obtained by
simulating the connected SPICE equivalent models of DCs and WGs in
LTspice.

TABLE I
ACCURACY AND EFFICIENCY OF THE TIME-DOMAIN SIMULATIONS WITH

THE DIFFERENT WDM FILTER MODELS.

Models Accuracy
(maximum absolute error) Simulation time

Overall CVF model
in MATLAB / 0.12s

Overall SPICE
model 9× 10−4 11.2s

Connected SPICE
model 8× 10−3 11.3s

available to users, but also signals at each internal node of
the WDM filter (e.g. signals inside the rings), which is critical
for designers when carrying out system-level analyses. Indeed,
Fig. 23 shows the incident waves with regard to DC2 inside
the rings at Node1, Node2 and Node3 in Fig. 16. Whereas,
only signals at ports P1 to P8 are available when modeling
the scattering parameters of the entire WDM filter via CVF,
as shown in Figs. 20, 21. This is because CVF is a black-
box modeling method: it captures the input/output behavior of
the system under study, starting from its scattering parameters
representation. However, it has no knowledge of the archi-
tecture of the system under study. Indeed, in the proposed
approach the equivalent circuit is built starting from the system
of ordinary differential equations (6), which depends on the
CVF state-space representation. Hence, voltages and currents
for each component of the equivalent circuit (i.e. resistors,
capacitors, controlled sources) depend on the value of the CVF
state-space matrices, rather than on the physical components of
the circuit. In our problem setting, this makes the port signals
at all the internal nodes of the WDM filter inaccessible, unless
the filter components are modeled separately.

Table I summarizes the simulation time and accuracy of
the different WDM filter models. Such simulation times have
been obtained using a personal computer with Intel Core i5
processor and 8 GB RAM. The reasons for the difference

Fig. 23. The forward waves (with regard to DC2) inside the rings at Node1,
Node2, Node3 of the WDM filter, obtained by simulating the connected SPICE
equivalent models of DCs and WGs in LTspice.

in computational time between MATLAB and the circuit
simulator are the same as described in Section IV-B. Note that,
the SPICE simulation time depends on several factors, such as
number of poles in CVF models, time steps, error tolerance
setting, and the duration of the simulation. Indeed, modeling
wide frequency ranges and dynamic frequency responses can
lead to CVF models with a relatively large number of poles.
The same is true for circuits which contain long delay lines.
A large number of poles will correspond to a large(r) size of
the state-space model (see (2)), which translates into additional
complexity of the final SPICE netlist. Additionally, small time
steps are required when simulating high frequency signals,
which also slows down time-domain simulations.

V. CONCLUSION

This paper presented an approach to build SPICE-
compatible equivalent circuit models of passive PICs, thus
enabling accurate and efficient time-domain simulations of
photonic devices in standard EDA software. Since the pro-
posed method is based on the scattering parameters repre-
sentation, it is widely applicable to a large class of passive
PICs and is able to capture dispersion, backscattering, and
wavelength dependent effects in the circuit under study. The
introduction of equivalent voltages and currents for optical
waveguides allows to preserve the bi-directional nature of
signals propagation in the equivalent circuit, leading to a
more compact representation with respect to other techniques
available in literature. The proposed method holds the potential
for photonic-electronic co-simulation with time-variable active
optical components (lasers, high-speed modulators, photode-
tectors, etc.) and high-speed electronic circuits (drivers, TIAs,
control electronics, etc.) and will be further investigated in
future works. Time-domain simulations of two single photonic
circuits and a hierarchical photonic circuit, constructed by
interconnecting many equivalent SPICE-compatible circuits,
were presented to verify the feasibility and accuracy of the
proposed approach.
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