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Abstract: The wavefront recording plane (WRP) method is an algorithm for computer-generated
holograms, which has significantly promoted the accelerated computation of point-based
holograms. Similarly, in this paper, we propose a WRP-like method for polygon-based holograms.
A WRP is placed near the object, and the diffracted fields of all polygons are aggregated in the
WRP so that the fields propagating from the polygonal mesh affect only a small region of the
plane rather than the full region. Unlike the conventional WRP method used in point-based
holograms, the proposed WRP-like method utilizes sparse sampling in the frequency domain to
significantly reduce the practical computational kernel size. The proposed WRP-like method
and the analytical shading model are used to generate polygon-based holograms of multiple
three-dimensional (3D) objects, which are then reproduced to confirm 3D perception. The results
indicate that the proposed WRP-like method based on an analytical algorithm is hundreds of
times faster than the reference full region sampling case; a hologram with tens of thousands
of triangles can be computed in seconds even on a CPU, whereas previous methods required a
graphics processing unit to achieve these speeds.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

An ideal three-dimensional (3D) display technology, like holography, must be able to record
and reproduce the real wavefront emitted from an object so that it does not suffer from the
vergence-accommodation conflict. Computer-generated holograms (CGHs) simulate the physical
interference process of holography for non-existing 3D objects and can also be easily encoded
onto spatial light modulators (SLMs) for electronic display [1]. Among the many 3D display
technologies, CGHs are expected to provide high-quality dynamic 3D displays that can be used
in next-generation interactive technologies, such as near-eye displays [2–4].

The massive computational effort required for CGH is one of the principal challenges for the
implementation of CGHs to 3D displays. Many advanced algorithms have been proposed to
simplify processes and accelerate computations [5,6], and to improve reconstruction quality [7,8].
Representative CGHs algorithms encompass layer-based [9,10], line-based [11,12], point-based
[13,14] and polygon-based methods [15–17], real-valued holograms [18] and deep learning
holograms [19,20]. Among them, point-based holograms are strongly developed by various
acceleration algorithms, such as look-up tables (LUTs) [21] and wavefront recording planes
(WRPs) [22]. By contrast, polygon-based holograms are still slightly inferior in computational
efficiency.

Although, for polygon-based holograms, some improved analytical algorithms [23–26] save
a large amount of overhead compared to numerical algorithms [15,27]; e.g., the LUTs method
using principal component analysis has been proposed [28], and the controllable energy angular
spectrum method (CE-ASM) reduces the computational effort by compacting the sampling
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range in the frequency domain [29]. For polygon-based holograms, however, neither WRP
techniques nor deep learning technologies have yet been proposed. Optical diffraction itself
is a many-to-many process, so in the point-based holograms, the WRP is placed very close
to the object point, which greatly reduces the coverage of the object point and thus reduces
the computational effort [22,30]. However, since the polygon-based holograms address the
angular spectrum of the object, the spectrum of the diffraction field will be spread over the entire
frequency domain, which means that the point-based WRP is not applicable in polygon-based
methods.

Matsushima et al. proposed region segmentation computation based on interpolation to
reduce the computational area so that ultra-high resolution holograms can be computed with
low memory [27,31]. In this paper, we follow this idea and propose a more general WRP-
like method for analytical polygon-based holograms. Various methods are implemented on a
CPU using MATLAB codes for comparison, and the results show that the proposed WRP-like
method significantly improves computational efficiency. If parallel computation is performed
on a graphics processing unit (GPU), the computation of polygon-based holograms will take a
qualitative leap.

2. Principle: analytical algorithm for polygon-based holograms

An analytical polygon-based hologram can be calculated by an affine mapping with a fixed
triangle, which offers an analytical spectral expression for all triangles. In the global coordinate
system Oxyz, an arbitrary triangular mesh Γ with vertex coordinates (xi, yi, zi), i = {1, 2, 3}, emits
a plane light wave and propagates to the hologram plane (z = 0) along the z-axis, as shown in
Fig. 1. Suppose that the transmittance of the mesh is uniform, the initial complex amplitude of
the triangle Γ is given by:

E0 = exp(j2πz/λ), (1)

where λ is the wavelength. From the angular spectrum diffraction, the spectrum of the triangle Γ
in the hologram plane is

F =
∬
Γ

E0 exp[−j2π(xfx + yfy + zfz)]dxdy, (2)

where j =
√
−1, fz = (λ−2 − f 2

x − f 2
y )

1/2, and fx, fy are sampling coordinates in frequency domain.
The hologram is obtained by performing the inverse fast Fourier transform (iFFT) for the spectra
F.

A fixed right triangle ∆ with known vertices (x′i , y
′
i , 0), i = {1, 2, 3} is located in the local

coordinate system O′x′y′z′, where the origin is the triangle Γ’s center of gravity and the w-axis is
along the normal direction of the triangle Γ, as shown in Fig. 1. Based on the affine transformation,
the triangle Γ can be represented by the triangle ∆ through a matrix T = [Tij]3×4, where T can be
addressed by the vertex coordinates of triangle Γ and ∆ [28]; hence, Eq. (2) can be rewritten as:

F = J exp(−j2πf ′z )
∬
∆

exp[−j2π(x′f ′x + y′f ′y )]dx′dy′ = G(f ′x , f ′y , f ′z ) (3)

where J is the Jacobian factor, G(·) denotes an analytical function of f ′x , f ′y and f ′z , which is given
in Refs. [17,28]. The important variable (f ′x , f ′y , f ′z ) is the resampling of the regular grid (fx, fy)
due to the affine transformation, determined by:

[f ′x , f ′y , 0, f ′z ] = [fx, fy, fz − 1/λ]T. (4)
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Fig. 1. Schematic of a polygon-based hologram. Triangle Γ in the global coordinate system
Oxyz and the fixed right triangle ∆ in the local coordinate system O′x′y′z′ have a relationship
of a 3D affine transformation.

3. Method: WRP-like for polygon-based holograms

In general, the spectrum of an arbitrary triangle is calculated by the analytical function G(·) under
the regular sampling grid (fx, fy). As shown in Fig. 2(a), assuming that the hologram is sampled
Nx × Ny pixels at p interval, its physical dimensions are Lx = pNx, Ly = pNy. In the frequency
domain, fx and fy are defined as the grids:{︄

fx(m) = − 1
2p + mδx, m ∈ {0, 1, . . . , Nx − 1}

fy(n) = − 1
2p + nδy, n ∈ {0, 1, . . . , Ny − 1},

(5)

where δx = 1/Lx, δy = 1/Ly are the frequency sampling pitches. Substituting the above equation
into Eqs. (3) and (4), the analytical function G(·) will be calculated for Nx × Ny pixels. Note that
the sample count should be doubled if convolution errors are taken into account, otherwise it
would lead to border artifacts, as demonstrated in Refs. [29,32]. To briefly illustrate the key idea
of the proposed WRP-like method, we use the non-doubling case here.

The full region sampling given in Eq. (5) yields many redundant calculations, hence Fig. 2(b)
shows a partial sampling of a region containing only triangles, which is sampled as NX × NY at
the same interval p. In the frequency domain, the regular sampling grids are{︄

fX(m) = − 1
2p + mδX , m ∈ {0, 1, . . . , NX − 1}

fY (n) = − 1
2p + nδY , n ∈ {0, 1, . . . , NY − 1}

(6)

where δX = 1/(pNX), δY = 1/(pNY ) denote the new frequency sampling pitches. Figure 2
indicates that the new sampling coordinates (fX , fY ) shares the same spectral range

[︂
− 1

2p , 1
2p

)︂
as

the full-region sampling coordinates (fx, fy), but Eq. (6) is more sparsely spaced. The analytical
function G(·) is required to calculate NX × NY pixels, which is much less than the initial (fx, fy)
given in Eq. (5). By performing an iFFT on the spectrum with sparse grids, a partial region that
includes exactly the triangle can be obtained, which has the same pixel pitch as the hologram.
This region is then superimposed on the corresponding position in the hologram sampling grid,
as shown by the last step in Fig. 2(b).
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Fig. 2. (a) Sampling an arbitrary triangle with the full region of the hologram, calculating
its spectrum with a dense frequency grid, and performing an iFFT on the spectrum to obtain
diffracted field. (b) Sampling a partial region that contains exactly the triangle, calculating
the spectrum with a sparse frequency grid, and performing an iFFT and superimposing it
into the hologram sampling grid.

To receive the spectra of the triangles through the grid given in Eq. (6), we suggest a WRP
which is very close to the triangles. As shown in Fig. (3)(a), like the point-based hologram, the
WRP is parallel to the hologram plane, and the diffraction fields of the triangles or points are
first recorded on the WRP. The diffraction at a close distance only affects small region rather
than full region, which implies lighter calculations. Unlike the WRP of point clouds, recording
a polygon-based hologram with WRP requires entering the frequency domain first and then
returning to the spatial domain, as the process is shown in Fig. 2(b).

The preset area for recording triangles in the WRP depends on the diffraction angle, which is
determined by the pixel pitch [33], defined as:

θ = sin−1
(︃
λ

2p

)︃
. (7)

Assuming that the WRP is located at the Z plane, the preset area is given by:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

R = max
i=1,2,3

(xi + |zi − Z | · tan θ)

L = min
i=1,2,3

(xi − |zi − Z | · tan θ)

T = max
i=1,2,3

(yi + |zi − Z | · tan θ)

B = min
i=1,2,3

(yi − |zi − Z | · tan θ) ,

(8)

where R, L, T and B represent the right, left, top and bottom boundaries of the preset box,
respectively, as shown in Fig. 3(b). The sampling number of this partial region defined in Fig. 2
can be solved by

NX = ⌈(R − L)/p⌉, NY = ⌈(T − B)/p⌉ . (9)
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Fig. 3. (a) WRP method in a point-based hologram and the proposed WRP-like method
in polygon-based hologram. WRP is placed close to the polygons or points, thus requiring
only a small computational kernel. (b) Calculate the size of the preset box based on the
diffraction angle and the vertex position.

Since the origin of the new sampling grid (f ′x , f ′y ) does not match that of (fx, fy), a shifting factor
must be taken into account here, given by a vector as follows:

s =[s1, s2]

=[(R − L)/2, (T − B)/2],
(10)

where s1, s2 are the components of s. With the analytical equation given in Eq. (3), we can obtain
the diffraction field of the triangle in the preset box, as follows:

h(X, Y) = F−1{G(f ′x , f ′y , f ′z ) · exp[j2π(fXs1 + fYs2]}, (11)

where (X, Y) is the sampling coordinate of the preset box in spatial domain, f ′x , f ′y and f ′z are
following to Eq. (4) based on the new sampling grid (fX , fY ) given in Eq. (6), and F−1(·) denotes
the operator of iFFT.

For a 3D object consisting of Nt triangles, we can obtain ht(X, Y) for each triangle in its own
preset area in the WRP according to Eqs. (8) to (11), so that the diffraction field of the whole
object in the WRP can be expressed as:

hWRP(x, y; z = Z) =
Nt∑︂
t=1

ht(X, Y; x, y), (12)

where ht(X, Y; x, y) represents that ht(X, Y) grid is superimposed into the corresponding hologram
grid (x, y). Therefore, hWRP(x, y; z = Z) has been expanded to the same dimensions as the
hologram, as shown in Fig. 2(b). As with the point-based WRP method, polygon-based
holograms, H(x, y), can be generated by propagating the angular spectrum of the WRP, as shown
in Fig. 3(a), written as:

H(x, y) = F−1 {F [hWRP(x, y; Z)] · exp(−j2πfzZ)} , (13)

where fz is based on full region sampling grid determined by Eq. (5), and F (·) denotes the
operator of FFT.
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4. Results

From the analysis of the full region sampling grid and partial region sampling grid in Section 3,
only the region of interest needs to be calculated due to the setting of the WRP, which greatly
reduces the computational load. Notably, since the full region sampling method is directly
propagated to the hologram plane, the grid requires double sampling in the numerical calculation
to avoid convolution errors, which further increases the workload. However, in the proposed
WRP-like method, it extends the size of the preset box based on the diffraction angle and the
distance from the triangle to the WRP given in Eqs. (7) and (8), which allows the calculation of
the diffraction field in the WRP without double sampling, but only when the field of the WRP is
diffracted toward the hologram plane, as Eq. (13).

To confirm the proposed WRP-like method for generating polygon-based holograms and its
efficiency, we implemented different methods for 3D objects for comparison, as shown in Table 1
and Fig. 4. All holograms are sampled at 6.4µm interval with 1920 × 1080 pixels, and objects
are diffracted to z = 10 mm. Table 1 shows the kernel sampling size in the practical calculation
of each triangle, smaller computational kernel implies less workload. Due to double sampling
to avoid convolution errors, full region sampling based on the analytical method calculates the
largest kernel, which is four times the hologram sampling size [23,25,26]. The compact sampling
based on the analytical method proposed in [29] saves about 30 times the kernel size compared
to the full region sampling case, but further reduction affects the reproduction quality due to the
loss of high frequencies. The application of the proposed WRP-like method to the polygon-based
holograms can significantly reduce the size of the computational kernel, which relies on the
size of triangular meshes. The more triangles that compose an object, the smaller the triangular
mesh, which also implies the smaller the computational kernel of a single triangle. Table 1 shows
the average kernel size of all triangles in the calculations of interpolation-based [27,31] and
analytical-based WRP-like methods.

Table 1. The practical calculated kernel sample sizes for each triangle in computing holograms
with 1920×1080 pixels.

Methods Operatorsa Number of triangles (Nt)

5,760 8,420 12,282 18,228 32,030 51,025 64,363

Full region sampling based on
analytical method [23,25,26]

G(·) : Nt 3840×2160
iFFT : 1

Compact sampling based on
analytical method [29]

G(·) : Nt 342×1182
iFFT : 1

Interpolation-based WRP-like
method [31]

(i)FFT : 2Nt+2

45×43b 28×30 70×70 11×15 18×18 25×26 20×21
⊗ : 2Nt

Ours (Analytical-based
WRP-like method)

G(·) : Nt

(i)FFT : Nt+2

aOperation symbols and its number, where G(·) denotes the analytical function mentioned in Eq. (3) and ⊗ denotes the
convolution operation. (i)FFT denotes including both FFT and iFFT operators.
bThe computational kernel samples of the WRP-like method vary depending on the size of the triangular mesh, and the
average size of all triangles is shown here.

Figure 4 shows the computational time of each method for each object. All holograms
were generated in the MATLAB 2021a environment and the AMD Ryzen 5-3600 @3.59GH
CPU. Since the GPU performs differently in different size of computational kernel, for a fair
comparison, all calculations are performed in the CPU only. Since the proposed WRP-like
method processes a very small computational kernel relative to compact sampling and full region
sampling methods, the interpolation-based WRP-like method is about 20 times faster than the
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Fig. 4. The computational time on the CPU for each method for the hologram with
1920 × 1080 pixels. The table inside lists the detailed time (in seconds) calculated for each
object corresponding to the Table 1. The results of the full region sampling based on the
analytical method are not shown here because it is too time-consuming.

compact sampling based on the analytical function. The smaller the triangular mesh implies
the smaller the computational kernel, which allows for faster acceleration. Due to the absence
of interpolation and fewer FFT operations, the analytical-based WRP-like method is faster than
the interpolation-based WRP-like method by a factor of more than two. The efficiency of the
full region sampling based on the analytical method is not shown in Fig. 4 because it is too
time-consuming. Figure 4 proves that the proposed WRP-like method can be widely used in the
calculation of polygon-based holograms and also shows outstanding performance in terms of
computational efficiency.

To reflect the 3D perception of the hologram, a bee composed of 51731 triangles, as shown in
Fig. 5(a), is used to generate a hologram with 1024 × 1024 pixels using the proposed WRP-like
method, as shown in Fig. 5(b). Figures 5(c) and 5(d) show the digital reconstructions of simulation
at different distances. The depth of the bee is −2 mm to 2 mm. The hologram is in the z = 0 mm
plane, where the WRP is also located and is rendered by our shading method [17]. Figure 5(c)
reconstructed at −1.2 mm, which focuses on the right hind foot of the bee; Fig. 5(d) reconstructed
at 1.5 mm, which focuses on the right wing of the bee. A set of dynamic holograms was generated
by capturing the multiple motion states of the bee, and reconstructed at the same position (the
right antenna of a bee), as shown in Visualization 1. The varifocal reconstruction is shown in
Visualization 2.

https://doi.org/10.6084/m9.figshare.21425133
https://doi.org/10.6084/m9.figshare.21425151
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Fig. 5. (a) The 3D model of the bee with 51731 triangles and the remaining 24640 triangles
after back-face culling. (b) The hologram generated by the proposed WRP-like method
combined with the analytical shading method [17]. (c) Numerical reconstruction at the −1.2
mm, focusing on the right hind foot. (d) Numerical reconstruction at the 1.5 mm, focusing
on the right wing. (c-i), (c-ii) and (d-i), (d-ii) are the enlarged portion of the box in (c) and
(d), respectively.

5. Conclusion

In this manuscript, a WRP-like method for generating polygon-based holograms was proposed.
Similarly to the WRP method in the point-based algorithm [22,30], the proposed method places a
plane with the same dimension as the hologram near the object. The triangles were first diffracted
into this plane and were recorded in a small partial region according to the diffraction angle. The
sample size of the partial region rather than the full region was used as the practical computational
kernel, which offers the potential for accelerating computation. Unlike the WRP method in the
point-based algorithm, the proposed WRP-like method in the polygon-based algorithm requires
first access to the frequency domain, where sparse frequency sampling is used to obtain the
spectrum, and then returns to the spatial domain. The angular spectrum propagation of the WRP
is the same as that of the point-based WRP method.

The proposed WRP-like method in polygon-based hologram is confirmed by calculations
on several 3D objects. The computational results in the CPU indicate that the WRP-like
method applied to the analytical-based algorithm is 50 times faster than the previously proposed
compact-sampling method [29], and hundreds of times faster than the full region sampling
method [23,25,26]. This is an exciting boost for polygon-based holograms.
Funding. Fonds Wetenschappelijk Onderzoek (12ZQ220N, 12ZQ223N, VS07820N); Japan Society for the Promotion
of Science (19H01097, 22H03607).
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