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Physics Informed LSTM Network for Flexibility
Identification in Evaporative Cooling Systems

Manu Lahariya, Farzaneh Karami, Chris Develder and Guillaume Crevecoeur

Abstract—In energy intensive industrial systems, an evapora-
tive cooling process may introduce operational flexibility. Such
flexibility refers to a system’s ability to deviate from its scheduled
energy consumption. Identifying the flexibility, and therefore,
designing control that ensures efficient and reliable operation
presents a great challenge due to the inherently complex dynam-
ics of industrial systems. Recently, machine learning models have
attracted attention for identifying flexibility, due to their ability
to model complex nonlinear behavior. This research presents ma-
chine learning based methods that integrate system dynamics into
the machine learning models (e.g., Neural Networks) for better
adherence to physical constraints. We define and evaluate physics
informed long-short term memory networks (PhyLSTM) and
physics informed neural networks (PhyNN) for the identification
of flexibility in the evaporative cooling process. These physics
informed networks approximate the time-dependent relationship
between control input and system response while enforcing the
dynamics of the process in the neural network architecture.
Our proposed PhyLSTM provides less than 2% system response
estimation error, converges in less than half iterations compared
to a baseline Neural Network (NN), and accurately estimates the
defined flexibility metrics. We include a detailed analysis of the
impact of training data size on the performance and optimization
of our proposed models.

Index Terms—Deep Learning, Evaporative Cooling Tower,
Flexibility, Machine Learning, PhyLSTM, PhyNN, Physics In-
formed Neural Networks, Recurrent Neural Networks

I. INTRODUCTION

ENERGY intensive processes require effective control
design for reliable and efficient operation [1]. An Evapo-

rative Cooling System (ECS) is one such energy intensive pro-
cess where control can be used to mitigate energy fluctuations.
Designing control for ECS requires modeling the complex
behavior of a non-linear system to identify its operational
flexibility.

Operational flexibility of a system is the ability to deviate
from the original planning in terms of energy consumption.
Quantification and measurement of operational flexibility re-
main challenging, both theoretically and practically. This is
performed using system identification, which results in para-
metric models with the capability of predicting the effect of
control settings on the systems’ dynamic behavior [2]. System
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identification in energy intensive systems is thus an essential
step that assists in estimating operational flexibility, developing
control, making pricing/cost decisions, etc.

Traditional system identification procedures rely on a math-
ematical, structured model that defines the relationship be-
tween system parameters and variables. When considering
dynamic physical systems, state-space models in the form of
ordinary differential equations (ODEs) offer a mathematical
formulation to establish this relationship [3]. Such dynamic
system models are often referred to as white-box models.
White-box models help control engineers to make sure an
industrial process is controlled optimally. However, the limited
set of parameters in white-box models fail to fully align with
real-world processes.

Recently, data-driven machine learning (ML) based ap-
proaches have attracted attention for analyzing or understand-
ing complex processes. ML based system identification has
been used to build black-box models that define the relation-
ship between control inputs and unknown parameters [4]. Such
black-box models, however, lack the physical understanding
of the system and can result in outputs that are physically
improbable when the models fail to generalize well. To over-
come this, grey-box ML based methods have been used in
recent years, where the process dynamics are integrated with
the data-driven approach [5].

Our objective in this paper is to present grey-box neural
networks that are physics-informed, i.e., which adhere to prior
physical knowledge. We particularly present a methodology
for neural networks to follow a first order differential equation
that describes the physical process. As an exemplary use case,
we focus on an induced draft cooling tower [6]. Specifically,
we devise and evaluate two state-of-the-art grey-box models,
applied to the induced draft cooling tower: physics informed
neural networks (PhyNN) and physics informed long-short
term memory networks (PhyLSTM). These models enforce the
system’s dynamics onto the neural network, in contrast to a
black-box neural network (NN) model that follows a free struc-
ture. PhyLSTM is based on a recurrent neural network (RNN)
architecture. RNNs are types of artificial neural networks that
use the output of previous steps as inputs of the current step.
Such architecture helps to learn the sequential dependencies
and is beneficial for time-dependent modeling. Furthermore,
we define a formulation to estimate operational flexibility
based on system response from these identified models.

Our main contributions in this paper are, that we (i) devise
the architecture for two novel data-driven grey-box modeling
approaches, based on physics informed networks, i.e., PhyNN
and PhyLSTM (Section IV), (ii) extend the white-box model



2 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

for an ECS to calculate operational flexibility based on two
proposed metrics (Section III), and (iii) compare the accuracy
and evaluation time of physics informed networks (PhyNN
and PhyLSTM) with those of both white-box as well as
black-box (e.g., neural network NN) models. For the perfor-
mance comparison, we simulate data from a white-box model
(Section V) and train the data-driven models based on designed
experiments to evaluate the potential of data-driven grey-box
models for system identification and address the following
questions (Section VI):
(Q1) How do the grey-box models perform compared to the

black-box and white-box models, in terms of accuracy?
(Q2) Does using a recurrent neural network architecture

decrease the estimation error of the grey-box models
(PhyLSTM compared to PhyNN)?

(Q3) What is the impact of amount of training data on
(i) the estimation error, (ii) the optimization, and (iii) the
training and evaluation time of the data-driven models?

(Q4) What is the estimated operational flexibility in ECS
using data-driven models?

Section VII summarizes conclusions and open issues that
can be addressed in future work. We note that the specific
models and corresponding numerical performance results are
for the selected representative use case of the evaporative
cooling system, but the methodology followed to construct
these models is applicable in general to various processes that
can be approximated as a first order differential equation.

II. RELATED WORK

A. Machine learning in System Identification

System identification in energy-intensive industrial pro-
cesses such as an evaporative cooling system (ECS) is a
crucial step for control design, fault detection, flexibility
exploitation, etc. Traditionally, white-box models are used
for system identification. For example, a mathematical model
for simulation of refinery furnaces is proposed in [7]. The
furnace model quantifies the main control variables for refinery
services by combining a process model and a flue gas side
model. A model-based system identification for fault detection
in a gas turbine is proposed in [8], which identifies ‘residuals’
that are the errors in the measured and estimated variables of
the process. As opposed to identification for fault detection
or forecasting, we rather focus on identifying system output
that can be exploited to build effective control for an energy-
intensive industrial process (i.e., by identifying system param-
eters that provide operational flexibility).

In contrast to [8], which uses white-box models for sys-
tem identification, multiple data-driven black-box models are
proposed in [9] to predict the parameters of an energy-
intensive thermal stabilization process in carbon fiber produc-
tion. A black-box long-short term memory (LSTM) recurrent
NN in [10] provides accurate predictions of power fluctuations
compared to real-time measurements. In our work, we focus on
data-driven grey-box models, which are superior to the black-
box models, as they include the process dynamics in the mod-
eling approach and thus better adhere to physical constraints of
the system (i.e., by avoiding physically improbable outputs).
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Fig. 1: Simplified diagram of a evaporative cooling system

Grey-box machine learning models have been studied in
the past. For example, [11] proposed a physics-informed
neural network architecture that learns the system’s output
while respecting its physical laws (described using ODE/PDE).
They evaluated these networks on systems described by the
Schrodinger equation, the Navier–Stokes equation, etc. A grey-
box model based on neural networks that respect Lagrangian
mechanics is proposed in [12]. Our work is different from
these works in two aspects: (i) unlike [11] and [12], we
evaluate the grey-box models for a energy-intensive ECS, and,
(ii) we propose a newly designed LSTM-based recurrent neural
network architecture for the grey-box modeling. We evaluate
our grey-box models for system identification in an induced
draft cooling tower that is a part of an ECS.

B. Evaporative Cooling System (ECS)

An induced draft cooling tower is an essential part of
the overall ECS that provides opportunities to build effective
control. A white-box model for the induced draft cooling tower
based on first principles is proposed in [6]. A comparison
of this white-box model and a black-box model based on
an adaptive neuro-fuzzy interference system (i.e., a neural
network trained with an interference system based on fuzzy
rules) in [13] shows that white-box models are superior for
identifying basin temperature in the induced draft cooling
tower. However, white-box models are computationally expen-
sive and challenging to implement in a real-world setup. In
this paper, we aim to overcome these challenges by defining
grey-box physics informed networks (PhyNN and PhyLSTM)
that (i) are computationally less expensive than the white-box
models defined in [6], and (ii) respect the physical laws of the
system, as opposed to the model defined in [13].

Since flexibility is an abstract term, its quantification is a
difficult task. Approaches towards quantifying and exploiting
operational flexibility follow simple methodologies. For ex-
ample, in [14] technical flexibility constraints are estimated
individually in energy-intensive processes, while ignoring their
internal dependencies. Quantifiable features of demand-side
flexibility (e.g., time frame, storage capacity, interdependent
jobs etc) are identified in [15]. As opposed to using such a
broad range of demand side parameters, we define operational
flexibility using just two metrics, namely, state of charge and
rate of charge, which represent the flexible characteristics of
the system response (See further, Section III-B).

III. INDUCED DRAFT COOLING TOWER

An induced draft cooling tower is a part of the ECS. A
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typical ECS comprises fans and cooling water pumps, which
are the primary energy consumers, as well as pipes, valves,
and heat exchangers (HEXs). Figure 1 shows the simplified
version of the considered ECS, where the water is circulated
and pumped using pumps to the set of HEXs. They cool down
the process in a closed-circuit. The cooling tower consists of
fans, a hot water spray, and a water basin.

The physical state change from a fluid (water) to a gas
(water vapor) requires latent heat. This heat is extracted
from the water, resulting in a temperature decrease. This
physical phenomenon is exploited within the cooling process
by spraying warm water in a cooling tower, where fans induce
a counter airflow to maximize the air-water interaction. As a
result, the water falling in the basin underneath has dropped
in temperature and can be recirculated through the process.
Together with the heat evacuation, also mass leaves the system
in the form of water vapor.

During this process, the basin temperature should remain
within a specified range. It can be controlled using the control
inputs (fan powers) and can be employed to calculate the
process’s operational flexibility. We will estimate the opera-
tional flexibility by simulating and predicting the water basin
temperature response to fan power changes. Different methods
can be adopted to model the basin temperature based on the
fans’ power, including mathematical models and data-driven
models. In this section, a white-box model of the induced draft
cooling tower based on previous research [13] is extended to
estimate the operational flexibility of the process.

A. White-box model

A white-box thermodynamic model of the cooling tower
system is developed based on the laws of heat transfer and
mass conservation [13]. This model is presented in Eq. (1),
where Tb is the basin temperature. This model is defined using
the process heat Qp [W], the cooling capacity Qt [W], the
specific heat capacity of water cw [kJ/kg·k], the water volume
Vw [m3] and the water density ρw [kg/m3].

∂Tb
∂t

=
Qp −Qt

cw · Vw · ρw
(1)

The process heat Qp is expressed as in Eq. (2), where ṁw

is the mass flow of water [Kg/s], Tp is the process water
temperature [K] and Tb is the water basin temperature [K].
Note that the ṁw, i.e., mass flow of process water, depends
on the industrial process.

Qp = ṁw · cw · (Tp − Tb) (2)

The cooling capacity Qt is expressed as in Eq. (3), where ṁa

is the mass flow of air [Kg/s], Ha,e and Ha,l are the entering
and leaving air enthalpy [kJ/kg·K], respectively.

Qt = ṁa · (Ha,e −Ha,l) (3)

Enthalpies can be calculated using humidity rates and temper-
ature [16]. The entering air enthalpy depends on the ambient
air temperature, and the leaving air enthalpy depends on the

leaving air temperature. The mass flow rate of air depends on
the power supplied to the fans and is expressed in Eq. (4).

ṁa =

√√√√2 · Pf · ρa ·A2
fr · ηfan · ηmotor

6.5 +Kel + 2 · A2
fr

A2
fan

(4)

where Pf is the electric fan power [W], Afr is the tower
frontal area [m2], Afan is the fan area [m2], ηfan is the fan
efficiency [%], ηmotor is the motor efficiency [%] and Kel is
the eliminator coefficient (if unknown, it is set to 1). The air
density is represented by ρa and is calculated for the mixture of
dry air and water vapor. In a cooling tower, reliable operation
is ensured if the basin temperature is within a range defined
using the minimum and maximum operational requirements
(Eq. (5)). Operational flexibility offered by the cooling tower
based on the range of Tb is defined next.

Tb,min ≤ Tb ≤ Tb,max (5)

B. Operational Flexibility

To quantify operational flexibility, we adopt the framework
of Ulbig and Andersson [17], who represent the system as a
virtual battery. This virtual battery is defined by representing
the process in the form of a power node [18]. The advantage of
this approach is that it is independent of system configurations
(e.g., the number of fans), and can generalize to any system
represented as a virtual battery.

To quantify the operational flexibility in an evaporative
cooling tower, we represent it as a thermal battery, where
power is fed into the process through the fans that feed air into
the tower. The operational flexibility of this thermal battery is
given by two metrics, namely, (i) State of Charge (SoC), and,
(ii) Rate of Charge (RoC). The SoC represents the flexibility
characterized by the state of operation, and is calculated using
the basin temperature Tb. The SoC is defined in Eq. (6)
where 1/η is the efficiency. The range of SoC is from 0 to
(Tb,max−Tb,min)/η. The RoC represents the flexibility offered
charging/discharging, i.e., the transition speed between states
of operation. RoC is defined in Eq. (7)

SoC = (Tb − Tb,min)/η (6)

RoC =
1

η

∂Tb
∂t

(7)

Compared to [17], we thus define new operational flexibility
metrics, i.e., SoC and RoC, that are used specifically for
energy intensive industrial processes such as the exemplary
induced draft cooling tower. For the cooling tower, SoC
provides the nominal cooling production capacity and RoC
provides the cooling capacity variation relative to the power
consumption.

IV. DATA-DRIVEN MODELS

Data-driven models offer an alternative to white-box dy-
namic models (Section III-A) to construct behavioral input-
output models. Data-driven models are faster to evaluate
compared to white-box models. A data-driven model is also
efficient in terms of space complexity and can be saved and
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evaluated in real-time. These models can be trained on either
real-world data or simulated data. This section presents typical
architectures for the black-box (Section IV-A) and grey-box
(Section IV-B) data-driven models that are employed to ap-
proximate the time-varying relationship between the control
inputs and system responses, specifically for the considered
ECS. Section IV-C summarizes the loss functions used to train
the models. Finally, Section IV-D presents how the operational
flexibility is estimated using the data-driven models.

A. Black-box models

To approximate the evaporative cooling system, we consider
two black-box models: (i) a typical Neural Network (NN), and,
(ii) a typical Long short-term memory network (LSTM). Both
black-box models designed with the control input being the
fan power Pf and system response basin temperatures Tb. The
basin temperature depends on the time of day (since ambient
air temperature and its pressure change during the day). Thus
we include the timeslot (t) as model inputs, providing a
temporal component to the model. The approximated basin
temperature T̂NN

b is obtained from a neural network (NN) with
weights θ, as stated by Eq. (8). The timeslot ti represents
the time of day. For example, if the timeslot duration (∆t)
is 15 minutes, a 24 hour day will have 96 timeslots, i.e., ti
∈ {1, 2, . . . , 96}.

T̂NN
b,i = NN(Pf,i, ti; θ) (8)

Figure 2 provides the architecture of the mentioned NN model,
where i represents the ith observation. The activation function
for each cell is represented by g and can be chosen depending
on the problem (e.g., sigmoid, softmax, ReLu, etc.)
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Fig. 4: Grey-box PhyNN (Not all connections between cells are
shown to keep the figure legible).

An LSTM network is a type of recurrent neural network
where each layer has LSTM cells characterized by a state
that is updated based on the previous timestep state and
current input, controlled through so-called forget gate, input
gate and output gate [19]. This network is used for temporal
or sequential modeling, where the outputs of a step depend
on the output of previous steps. The approximated basin
temperature T̂ LSTM

b at timestep ti thus depends on the control
inputs of previous K timesteps (Eq. (9)). To estimate the basin
temperate at the ith timestep, we sequentially feed the control
inputs from timestep i−K to timestep i. The sequence length
(K) depends on the problem and can be chosen based on
the past dependencies of the output. Figure 3 provides the
architecture of the mentioned LSTM model where we feed
data for K timesteps and get the final output basin temperature
for the i+1th timestep.

T̂ LSTM
b,i = LSTM(Pf,i, ti, . . . , Pf,i−K , ti−K ; θ) (9)

B. Grey-box models

A grey-box model combines data-driven with physics-based
models to improve the reliability of the model. Physics in-
formed networks are used as grey-box models to approximate
the behavior of a dynamic system. An induced draft cooling
tower is characterized by Eq. (1), where Tb is the system
response which is approximated using a neural network. Raissi
et al. [11] suggest to define a function f by rewriting Eq. (1)
as in Eq. (10), thus allowing us to evaluate the adherence of
the grey-box model to the system dynamics by utilizing f̂ , as
the approximation of f . The second term of this is defined as
operator H in Eq. (11), characterized by parameters β, which
represents the parameters used in the calculation of Qp and Qt.
In our case of a cooling tower, β includes constants such as
specific enthalpy, density, the universal gas constant, etc. We
can calculate Qp, using Eq. (2), based on Tb and β. Similarly,
Qt can be calculated with Eq. (3) and Eq. (4) using Tb, β
and W (a tuple constructed from temperature, pressure, and
humidity of ambient air).

f ,
∂Tb
∂t
− Qp −Qt

cw · Vw · ρw
(10)

H(Tb,W ;β) =
Qp −Qt

cw · Vw · ρw
(11)
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1) Physics Informed Neural Networks (PhyNN)
Dynamics of the cooling tower can be enforced on the neu-

ral network architecture using Eq. (10). In Fig. 4 we illustrate
the PhyNN architecture, where i is the ith observation. A
neural network is used to approximate the basin temperature
(Eq. (12)). The time derivative of the basin temperature is
determined using auto differentiation. The function f̂PhyNN is
estimated using T̂ PhyNN

b and the weather data (W: Temperature,
pressure and humidity) for each timestep, Eq. (13).

T̂ PhyNN
b,i = PhyNN(Pf,i, ti; θ) (12)

f̂PhyNN
i =

(
∂T̂ PhyNN

b

∂t

)
i

−H(T̂ PhyNN
b,i ,Wi;β) (13)

2) Physics Informed LSTM Networks (PhyLSTM)
The PhyLSTM model is designed to enforce the physics of

the cooling tower on a typical LSTM network at each timestep
i. The approximated value of basin temperature parameter f
at step i is calculated using Eq. (14) and Eq. (15).

T̂ PhyLSTM
b,i = PhyLSTM(Pf,i, ti, . . . , Pf,i−K , ti−K ; θ) (14)

f̂PhyLSTM
i =

(
∂T̂ PhyLSTM

b

∂t

)
i

−H(T̂ PhyLSTM
b,i ,Wi;β) (15)

Similar to the PhyNN, the time derivative is calculated using
auto differentiation and H is calculated using the weather data
(Wi) and the output of the network (T̂ PhyLSTM

b,i ).
LSTM is a widely known RNN architecture for time series

modeling which updates weights by error propagation through
time using LSTM cell states. The LSTM cell architecture
consists of connections (known as gates) that manipulate
inputs, e.g., Pf , to estimate the output, e.g., Tb, and update the
cell state in each recurrent step [19]. This updated cell state
feedback is further used in the next recurrent timestep. NARX
models offer an alternative way of time series modeling,
through using direct feedback of the output. As opposed to
a linear chain of LSTM cells, a NARX model uses a simple
feed-forward network to estimate outputs [20]. A NARX uses
direct feedback connections: the output of the past timestep is
fed as input of the current timestep, but without having other
state feedback (cf. the hidden state of an LSTM cell). The
output feedback in these models has proven its effectiveness
in accurate long-term time series modeling [21]. In PhyLSTM,

physics is enforced on the output Tb estimated by the LSTM
network, where LSTM cell states are propagated through time.
We note that the basin temperature (Tb) of the current timestep
depends on its past values. Thus, to fully explore the potential
of PhyLSTMs, in addition to cell state feedback, we introduce
output feedback for time series modeling of Tb.

We design two PhyLSTM architectures based on the feed-
back from the output of the network to its input. More
specifically, (i) an architecture with feedback PhyLSTMWF,
where to estimate T̂ PhyLSTM

b at ith timestep, the estimated
basin temperature of (i − 1)th timestep is fed as input to
the LSTM network, and (ii) an architecture without feed-
back PhyLSTMWOF. Figure 5 describes the architecture of
PhyLSTMWF, with the feedback of previous basin temper-
ature for a single timestep. During training, we unroll the
network for K timesteps similar to the black-box LSTM
network Fig. 3. In case of PhyLSTMWOF, the output feedback
connection in the LSTM network is removed.

C. Training and Loss Functions

For the black-box NN and LSTM models, the weights (θ) of
the networks are optimized by minimizing the loss function
defined using mean squared error (MSE) in estimating the
basin temperature Tb. For example, Eq. (16) provides this
loss function for NN, where the approximated value of basin
temperature Tb,i is represented by T̂NN

b,i . The total number of
observations in a batch is represented by B. The second term
in Eq. (16) is L2 regularization, which prevents the network’s
weights from increasing excessively. The hyper-parameter λ
controls the importance of the regularization term.

LNN(θ) =
1

B

B∑
i=1

(Tb,i − T̂NN
b,i )2 +

λ

B

B∑
i=1

|θi|2 (16)

LPhyNN(θ) =
1

B

B∑
i=1

{(
Tb,i − T̂ PhyNN

b,i

)2
+
(
f̂PhyNN
i

)2}

+
λ

B

B∑
i=1

|θi|2 (17)

Loss functions used to train the neural networks in
grey-box models are based on the error in estimating Tb:
(Tb,i − T̂ PhyNN

b,i ), and the error in enforcing system dynamics,
i.e., f : (fi − f̂PhyNN

i ). We train the networks by minimizing
the total mean squared error (MSE), i.e., summing the MSEs
of Tb and f [11]. Adding the MSE of f ensures that the neural
network maximally adheres to the dynamic system’s physics.
In Eq. (17), we give the loss function for PhyNN based on
weights θ. Estimated values of Tb and f for the ith observation
are represented by T̂ PhyNN

b,i and f̂PhyNN
i respectively. The last

term is L2 regularization. The equation is simplified based on
the true value of fi = 0 (Eq. (10)).

While training the PhyLSTM, we pass K sequential inputs
through the network. The full set of observations in a batch
(B) are divided into C parts, where each part comprises K
sequential inputs. The total number of such parts is given by
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Algorithm 1 Training PhyNN and PhyLSTM

Input: D = {(Pf , t,W )i, (Tb)i}Bi=1

Output: M (Trained model)
1: M = Model ∈ {PhyNN,PhyLSTM};
2: θ = weights of the network in M;
3: while not stopping condition do
4: for all i do
5: T̂b = M(Pf , t; θ);
6: f̂ = M(Pf , t,W ; θ);
7: θ ← θ − α dL

M(θ)
dθ

; {Update weights using T̂b and f̂}
8: end for
9: end while

10: return M

C = bB/Kc. Thus, the total number of observations used to
train PhyLSTM is CK. Eq. (18) provides the loss function for
the PhyLSTM model, where mean square errors are calculated
for all parts and all timesteps. L2 regularization is specifically
useful to avoid overfitting an LSTM network trained using
‘teacher-forcing’.1

LPhyLSTM(θ) =

1

CK

C∑
c=1

K∑
k=1

{(
Tb,k − T̂ PhyLSTM

b,k

)2
+
(
f̂PhyLSTM
k

)2}
c

+
λ

CK

CK∑
i=1

|θi|2 (18)

Pseudocode for training the physics informed networks
is provided in Algorithm 1, where we represent a physics
informed network byM∈ {PhyNN,PhyLSTM}. The loss
LM(θ) is given by Eq. (17) or Eq. (18), based on the chosen
model M.

D. Operational Flexibility Identification

Using the physics informed networks, we can get the
estimated values of the basin temperature T̂b and its derivative
d̂Tb

dt (Section IV-B). These are used to estimate operational
flexibility metrics. For a timeslot i, we can estimate the cooling
capacity ŜoCi using Eq. (19), and cooling variations capacity
R̂oCi using Eq. (20). This quantitatively estimated flexibility
can be exploited to design control, make cost decisions etc.

ŜoCi =
(
T̂b,i − Tb,min

)
/η (19)

R̂oCi =
1

η

(
d̂Tb
dt

)
i

(20)

V. EXPERIMENT DESIGN

Figure 1 provides a simplified version of the evaporative
cooling system, which consists of a simple cooling tower.
A typical real-world evaporative cooling system consists of
multiple fans, pumps, and heat exchangers, where sensors are
employed to collect data about different parameters of the pro-
cess. However, such data often suffers from missing or noisy

1During training true value of the previous timestep is used rather than the
estimated value. Refer to Section V-B for further details.

observations. Training data-driven models requires a reliable
source of data, which is not readily available for research
purposes. To overcome this, we simulate the data using the
white-box based thermodynamic model (Section III-A), and
use this simulated data to train the data-driven models.

Data is generated for a cooling tower with two fans (F1 and
F2) and one water basin. Controlling these fans changes both
the electricity consumption of the cooling system and the water
basin temperature. In this section, we describe data simulated
using the dynamic modeling of the induced draft cooling
tower. A detailed description of the training and evaluation
of these data-driven models is also covered in this section.

A. Data
Using the white-box model defined in Section III-A we

simulate the data for each minute from Jan 1st 2017 to 31st

Dec 2017, i.e., 60 minutes × 24 hours × 365 days = 525,600
observations. Thus, the duration of each timeslot ∆t = 1
minute and we create 1,440 timeslots tn for each day of
24 hours. Each day starts from midnight (00:00) and ends
24 hours later (23:59) and we represent each timeslot as a
decimal value tn ∈ [0.00, 24.00) (for example, tn = 1.5 means
01:30 AM). We choose a 1 minute timeslot because, (i) it
provides sufficient training data compared to larger timeslots
(e.g., 15 min) (ii) time-varying dependencies of the dynamic
system are better captured compared to smaller timeslots (e.g.,
1 s) (iii) control for such systems operates on minute basis, and
our models can assist in developing such control.

Power supplied to both fans (PF1 and PF2) is chosen
randomly from {100, 150, 200, 250} after a random duration.
Gaussian noise is added to the simulated Tb to get realistic
training data for neural networks. This noisy basin temperature
is represented by Tn

b . Weather data (ambient temperature,
pressure, and humidity) is collected for 2017 and used for
calculating Qt [22]. We observe that weather patterns have a
daily seasonality, given by lower ambient temperatures during
the night and higher ambient temperatures during the day. The
timeslot is included in the data to enable modeling these time-
dependent characteristics of the process.

The process heat depends on the process water temperature
that comes from the heat exchangers and is typically dependent
on the industrial process’s specification. We can safely assume
a constant value for process heat Qp to be 33 W. Temperature
range is assumed to be 9◦K. The python package ‘simpy’
is used for simulation. Table I shows a small sample of the
simulated data where time is represented by tn along with fan
powers (PF1 and PF1) and basin temperature (Tn

b ). Figure 6
shows the first 10 days (Jan 1st to 10th 2017) of the data
that was simulated using the white-box model. All data-driven
models are evaluated using this simulated data.

The operational limits of Tb are assumed to be from
Tb,min = 9◦C to Tb,max = 36◦C, and the average efficiency
is set to 1/η = 0.6 [13]. Thus, the range of the operational
flexibility metric SoC given by Eq. (6) is [0, 16.2]. The RoC
value given by Eq. (7) depends on the characteristics of the
dynamic system e.g., number of fans, capacity of basin, etc.
For experimental purposes, the range of ρ is assumed to be
[−10, 10].
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Fig. 6: Simulated data for the first 10 days of 2017.

tn PF1 PF2 Qp Tb Tnb
(time) (W) (W) (W) (K) (K)

0.000694 100 100 33 10 10.020
0.001388 100 100 33 10 10.023

. . . . . . . . . . . . . . . . . .

TABLE I: Simulated data (Tn
b is noisy basin temperature).

Jan Feb Mar Apr May Jun Jul Aug
Train set 1

Train set 2
Train set 3

Train set 4
Train set 5

Validation set

30 days
(offset)

90 days
(Training data window)

5 days
(test set)

Fig. 7: Walk forward-moving window validation for training
period of three months (90 days).

B. Training

Two black-box models (NN and LSTM) and three grey-box
models (PhyNN, PhyLSTMWF and PhyLSTMWOF) are trained
and evaluated. The noisy temperature of basin (Tn

b ) is used
as an output to train these models, and the power of the fans
(PF1 and PF1) and timeslot (tn) are used as inputs. Time (tn)
is fed as a decimal value (tn ∈ (0.00, 24.00), as described
in Section V-A).

We use the simulated data for 2017 described in Section V-A
to train the data-driven models. We define multiple training
and validation sets using a walk forward moving window
validation (Fig. 7). This validation is conducted because the
basin temperature is time series data. All models are trained
for training period ∈ {1, 3, 5, 7} months of training data (with
30 days in each month) with a moving window of 30 days,
and a total of five validation sets are applied for each number
of training months. We train models on different numbers of
training months to evaluate the impact of training data on the
model performance. To train the model, we select data in the
training duration from the 2017 data, and use Algorithm 1
to optimize the weights of the model. Each trained model is
evaluated for the next five days immediately following the end
of the training period.

All models are defined using TensorFlow in Python. The
weights of the models are optimized by minimizing the loss
functions defined in Section IV-C using ADAM optimization
for 1,000 iterations and a learning rate of 0.001. We use the

Limited-memory BFGS optimization algorithm provided by
the Python library Scipy with a maximum of 5,000 function
evaluations to complete the training. The remaining parameters
of the optimizers’ are set to their default values.

Black-box and grey-box models have fully connected net-
works. Each network has three input nodes, one output node,
and two hidden layers with 16 neurons in each hidden layer.
In the case of PhyLSTMWF, one extra input node is added to
feed the output of the previous timestep. For all LSTM-based
models (black-box LSTM as well as grey-box PhyLSTMWOF)
and PhyLSTMWF), the hidden layers have 16 LSTM cells
each. Sigmoid activation is used for all networks. We choose
sigmoid because, we observed that ReLU activation made
the LSTM model diverge [23]. Model performances were
compared for tanh and sigmoid activation functions with one,
two and three hidden layers, where we note that sigmoid
with two hidden layers provided faster and more accurate
convergence.

Physics informed LSTM networks are optimized for the
recurrence of k = 60 timesteps (60 min). The RNN is trained
using the ‘teacher-forcing’ algorithm introduced in [24] where
we use the previous timesteps’ ground truth to train the
network, i.e., during training, the real value of the previous
timestep is used as input as opposed to the value estimated
from PhyLSTM. While making predictions from PhyLSTM,
we feed the data for the last k timesteps to make the prediction.
The time derivative of the basin temperature is calculated
using the auto differentiation functionality provided by the
TensorFlow platform.

C. Evaluation

We evaluate the performance of the data-driven models
using absolute errors encountered in estimating the sys-
tem response, i.e., the basin temperature. The absolute er-
ror for each timestep for a data-driven model m is de-
fined in Eq. (21), where Tb,i is the basin temperature
simulated using the white-box model, and T̂m

b,i is the es-
timated basin temperature (using data-driven model m ∈
{NN, LSTM, PhyNN, PhyLSTMWOF, PhyLSTMWF}).

|ei|m = |Tb,i − T̂m
b,i| (21)

Absolute errors are calculated for all models trained on
different training periods (∈ {1, 3, 5, 7} months) for each
timestep in the immediate next 5 days, i.e., for the next
7,200 minutes (timesteps). We also compare the training time
for all models, i.e., the time it takes to run each iteration
of optimization. The performance of data-driven models is
compared for three periods of prediction: (i) short-term, i.e.,
based on absolute errors of the immediate-next one hour
(60 min) (ii) intermediate-term, i.e., based on absolute errors
of the immediate-next one day (1,440 min) (iii) and long-term,
i.e., based on absolute errors of the immediate-next five days
(7,200 min).2

2Short-term and intermediate-term prediction performances evaluate the
model usability for building control and making pricing decisions respectively.
For details refer to Section VI-A.



8 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

To analyze the accuracy of estimated flexibility metrics,
we calculate the Mean Absolute Error (MAE) for the esti-
mated ŜoC (Eq. (19)). Additionally, we study the available
and estimated operational flexibility for the given prediction
horizon (short-term, intermediate-term, long-term). This
is presented as a 2D region defined by RoC on the x-axis
and SoC on the y-axis [17]. Available operational flexibility
is defined by the operational limits of the cooling tower
(Section V-A). We compare the proposed models’ evaluation
time (i.e., time required to predict basin temperature for each
timestep) and evolution of the training loss with the number
of iterations.

VI. EXPERIMENTAL RESULTS

A. Performance of grey-box models (Q1–Q2)

To answer Q1 and Q2, we study the absolute errors encoun-
tered in the data-driven models for all three prediction horizon
(short-term, intermediate-term, and long-term). Figure 8 com-
pares the absolute errors in prediction for data-driven models
optimized using data from training-period of seven months
(210 days). Absolute errors for all 5 validation sets are used
to construct each box.

For short-term, black-box NN and grey-box PhyNN have
statistically similar absolute errors. Variance of grey-box
PhyLSTMWOF (physics informed LSTM without feedback
of basin temperature, Section IV-B2) is significantly lower
compared to the black-box LSTM, indicating that enforcing
physics improves the precision of the model. Among all mod-
els, we note the lowest absolute errors for PhyLSTMWF, where
the physics is enforced and feedback is applied. Since the
performance of models of the short-term horizon impacts the
control effectiveness based on these models, we can conclude
that PhyLSTMWF has a high potential for control design, with
less than 5% error across all validation sets.

Intermediate-term predictions (the next 24 h) can be used
to make pricing decisions based on day-ahead prices, re-
quired power, etc. Both Physics based LSTM networks
(PhyLSTMWF and PhyLSTMWOF) outperform the black-box
NN and LSTM for intermediate-term, however, compared to
short-term the error increases. We also note the error reduction
for PhyLSTMWOF compared to the black-box LSTM, indicat-
ing improvement in model performance by enforcing system
dynamics into the network. Similar conclusions can be drawn
from the data-driven models for long-term performance, where
we note statistically similar performance for both physics
informed LSTM networks.

While reduction in modeling error by integrating physics on
neural networks has been noted in the past [11], our PhyNN
and NN have similar errors in all prediction periods for the
selected ECS configuration (2 fans).

B. Impact of training data (Q3)

To study the impact of the amount of training data on
performance, optimization, and evaluation time of data-driven
models (Q3), we study the absolute errors and training loss for
all training periods (∈ {1, 3, 5, 7}). Fig. 9 shows the absolute
errors for intermediate-term (24 hours) for all training periods.
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Fig. 8: Absolute error for short-term, intermediate-term, and
long-term models trained for seven months (210 days). Each
box contains data for all test sets. (For example, a box in the
long-term has: 5 test sets×60 minutes×120 hours.)
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Fig. 9: Absolute errors for intermediate-term basin temperature
predictions (24 hours) for all training periods. Each training month
has 30 days of training data. Coloured line: Average absolute error;
Shaded region: 25-75 percentile.

Solid colored lines represent the average absolute error across
all validation sets, and the grey area is the 25 to 75 percentile.

1) Accuracy comparison
We compare the accuracy of models using absolute error

encountered in estimation. Increasing the amount of training
data improves the performance of the grey-box PhyLSTMWF

model, i.e., we get the lowest absolute errors for PhyLSTMWF

trained with seven months of training data. The performance
of the PhyLSTMWF improves with the size of training data as
seen in Fig. 9 (decrease in average and variance of error across
all validation sets). This happens because the model learns
the time-dependent behavior of the process accurately from
the system dynamics and the network feedback. We notice a
similar performance characteristics for short-term and long-
term.

The absolute error for black-box NN and grey-box PhyNN
is higher for models trained for 7 months of training data, in
contrast to models trained for 1 month of training data. The
data representing system dynamics of immediately preceding
1 month train a better model compared to the immediately
preceding 7 months, because for 7 months the model has to
generalize for multiple months (i.e., 7 months include various
seasons, that have different outside temperature ranges). Their
performance for training data for 3 and 5 months remains sta-
tistically similar.3 Additionally, we note no significant impact

3Based on Wilcoxon test for testing statistical significant difference
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of training data on the variance of errors in both NN and
PhyNN.

2) Training loss comparison
We study the evolution of training loss during training to

see how different neural networks are optimized. In the case
of a black-box NN, the loss consists of a mean square error
MSE on the temperature of the basin (Eq. (16)). Training loss
converges in approximately 500 iterations with 1 month of
training data. Additionally, it takes fewer iterations for loss to
converge for more training data, i.e., 3, 5, 7 months.

The loss for grey-box models (PhyNN and PhyLSTMWF)
comprises the mean squared error in Tb and f (Eq. (17)
and Eq. (18)). We notice that enforcing the dynamics of
the process in the neural network models provides faster
convergence, i.e., training loss converges in approximately 300
iterations for PhyNN and 150 iterations for PhyLSTMWF, with
1 month of training data (compared to 500 iterations for NN).
Furthermore, PhyLSTMWF also converges in fewer iterations
with more training data. It takes approximately 100 iterations
for the training loss to converge with a training data window
of 7 months. We can conclude that PhyLSTMWF converges
faster with more training data in contrast to PhyNN and NN.

3) Computation time comparison
We compare the computation time of data-driven models.

Training time is higher in the case of PhyLSTMWF when
compared to NN and PhyNN. One reason for this is the
higher complexity of LSTM cells in PhyLSTMWF compared to
the simple activation-based neurons in the other two models.
This complexity results in more calculations while training
the LSTM based models, increasing the overall training time.
Each iteration for PhyLSTMWF takes approximately 0.15 s
compared to 0.02 s in case of PhyNN and 0.001 s in case of
NN.4 For our models, we notice that NN and PhyNN have
the shortest evaluation time, with less than 5 ms on average
to make each prediction. For PhyLSTMWF it takes 15 ms on
average to make each prediction. For example, it takes 0.09 s
(= 60 × 15 ms) for short-term (60 timeslots). We noted that
for all proposed models the time to generate each prediction
is small (� 1 s) compared to the one-minute timeslot.

In summary, integrating physics provides faster convergence
in data-driven grey-box models compared to the black-box
NN. In grey-box models, PhyLSTMWF has a lower prediction
error compared to all other models, and overall less than 5%
error compared to the white-box model. With more training
data, the accuracy of PhyLSTMWF increases, and it reaches
convergence earlier.

C. Operational flexibility (Q4)

We calculate operational flexibility metrics SoC and RoC
using the estimates from our data-driven PhyLSTMWF to
answer (Q4). Figure 10 provides the Mean Absolute Errors
(MAE) encountered in estimating ŜoC for different prediction
periods. These results are for the PhyLSTMWF trained with
7 months of training data. The MAE is lower in short-
term predictions compared to intermediate-term and long-term
predictions.

4Training and evaluation are done with systems using an Intel Xeon E5645
and a single 4 core E3-1220v3 (3.1GHz) with 16 GB of RAM.
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We present the estimated and available operational flexi-
bility in Fig. 11, where the x-axis is RoC and the y-axis is
SoC. The grey area represents operational limits that define
the available operational flexibility (Section V-A). White-box
model and PhyLSTMWF provide similar regions for estimated
operational flexibility. Additionally, we notice that the area of
this region (representing estimated flexibility) increases with
the period of prediction, i.e., larger flexibility in the long-term
compared to the short-term. This behavior is due to the longer
duration, which allows for a broader range of operational
settings during data simulation.

VII. CONCLUSIONS

Identifying system behavior in an energy-intensive Evapora-
tive Cooling System (ECS) is critical for flexibility identifica-
tion, building control policies, etc. In this paper, we define
novel data-driven models for system identification in ECS.
More specifically (i) we define grey-box physics informed
networks (PhyNN, PhyLSTMWOF and PhyLSTMWF) (ii) we
choose an industrial process, i.e., an induced draft cooling
tower, that offers operational flexibility to define a white-box
model to simulate training data, and (iii) we evaluate the
performance of our proposed grey-box models by training
them for different training data sizes and validation sets. From
our analyses, we conclude the following:
(1) PhyLSTMWF, i.e., a physics informed LSTM model

with feedback (Section IV-B2) outperforms the grey-
box (PhyNN and PhyLSTMWOF) and black-box (NN
and LSTM) models, where we see that it has less than
2% error for a short-term prediction horizon (Fig. 8).
Similar performance is observed for an intermediate-term
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prediction horizon, and we can conclude that a physics
informed LSTM has the highest accuracy among the data-
driven models.

(2) The performance of the PhyLSTMWF improves with
longer training data window, as opposed to PhyNN and
NN (as noted by the decrease in average and variance
of absolute error in Fig. 9). Furthermore, PhyLSTMWF

can be trained in fewer iterations with more data. It
takes approximately 100 iterations for the training loss
to converge for 7 months of training data.

(3) The computation time to predict the future state of the
process is insignificant (� 1 s) compared to the time
it takes to evaluate and implement control decisions
in demand response (order of minutes). Such property
makes the grey-box models suitable to be used to develop
the control policies.

Overall the proposed physics informed LSTM network has
excellent potential for developing flexibility identification that
can be employed for estimating operational flexibility in an
industrial energy intensive process such as an ECS (Fig. 11).
In future research, we will (i) evaluate these grey-box models’
potential in developing effective control policies for industrial
systems, (ii) explore these networks’ performance for multiple
inputs and multiple outputs systems compared to the single
output system that we tested, and (iii) quantitatively assess the
effectiveness of PhyLSTMWF in other real-world applications.
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