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Abstract

Autonomous robots start to be integrated in human environments where
explicit and implicit social norms guide the behavior of all agents.
To assure safety and predictability, these artificial agents should act
in accordance with the applicable social norms. However, it is not
straightforward to define these rules and incorporate them in an agent’s
policy. Particularly because social norms are often implicit and envi-
ronment specific. In this paper, we propose a novel iterative approach
to extract a set of rules from observed human trajectories. This hybrid
method combines the strengths of inverse reinforcement learning and
inductive logic programming. We experimentally show how our method
successfully induces a compact logic program which represents the
behavioral constraints applicable in a Tower of Hanoi and a traf-
fic simulator environment. The induced program is adopted as prior
knowledge by a model-free reinforcement learning agent to speed up
training and prevent any social norm violation during exploration and
deployment. Moreover, expressing norms as a logic program provides
improved interpretability, which is an important pillar in the design of
safe artificial agents, as well as transferability to similar environments.

Keywords: Inductive Logic Programming, Inverse Reinforcement Learning,
Answer Set Programming, Constraint Inference, Constrained Markov Decision
Process.
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1 Introduction

Over the last few years, the application domain of robots has expanded from
installations in caged factory environments to deployments in environments
shared with humans. The behavior of humans in these environments is typ-
ically guided by explicit (rules) and implicit regulations. We jointly refer to
both types of regulations as social norms which represent shared standards
of acceptable behavior [1]. Asides from reaching a goal, all (artificial) agents
should respect the applicable social norms to assure safety and predictability
[2].

Reinforcement learning (RL) is a general framework for decision making
and control. It is a training method for learning a mapping from states to
actions (i.e. policy) in order to maximize a predefined reward signal. However,
fully defining the desired behavior of an artificial agent by a single reward
function is often a burdensome task [3–5]. The framework of constrained rein-
forcement learning specifies an agent’s desired behavior by a reward function
in combination with a set of hard constraints. For instance, the reward func-
tion can be expressed in terms of the distance from the goal and the time
needed to reach it, complemented with a hard constraint to not crash into
other vehicles. In the Markov decision process representing the environment,
constraints are states or state-action pairs that in principle could be reached
by a certain trajectory, but that are considered as invalid by latent information
about the environment, such as social norms. In contrast with reward func-
tions, hard constraints provide strong safety guarantees such that a constrained
state will never be visited, this makes them better suited for decision making
in safety-critical environments. Because social norms are often implicit and
environment-specific, it is complicated to define them as a set of constraints. A
promising direction is to learn social norms from human observations. To this
end, recent studies have shown principles of inverse reinforcement learning [6]
can be adopted to infer both reward function and constraints from observed
trajectories [7, 8].

A shortcoming of current methods is the lack of interpretability and hence
verifiability of what an agent has actually learned. When learning from human
observations in the wild, there is a chance that the dataset will contain tra-
jectories of humans violating to a smaller or larger extent the social norms,
e.g. tailgating, accelerating when the traffic light turns orange, etc. To guar-
antee safety, we should be able to validate which aspects were extracted from
the observations since we want to refrain an agent from picking up undesired
behavior in the dataset. Although a single constraint, represented by a state-
action pair, could be easily interpretable, it is difficult to obtain a general view
on the environmental restrictions from a large set of constrained state-action
pairs. Another limitation is the difficulty to transfer learned constraints in
one environment to a similar environment, since constraints are defined in the
state-action space of a particular environment. We hypothesize that defining
constraints in terms of more generalized, human interpretable concepts would
improve transferability. For example, when inferring constraints from a traffic
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environment, all states corresponding to off-road positions should be added to
the set of constraints. However, when humans learn to drive, we use the con-
cept “road” and learn a single rule which prohibits us to drive off the road.
In contrast with the set of constraints defined as prohibited state-action pairs,
this rule also applies in traffic environments other than the one which was used
to learn the rule.

Inductive logic programming (ILP) [9] offers a computational framework
to induce a logic program (i.e. hypothesis) which generalizes a set of training
examples. ILP also provides the possibility to specify background knowledge as
a logic program. Because the induced hypothesis is comprehensible by humans
and providing background knowledge allows us to introduce human concepts,
ILP could be a worthy alternative for IRL and constraint inference. However,
ILP requires both positive and negative examples while we consider obser-
vations only consist of positive examples. Negative examples correspond to
anomalous behavior which is rarely observed in real-world environments or
would be dangerous to collect. If the observations contain anomalous behavior,
this will be reflected in the induced rules hence can be detected.

In this paper, we combine ILP and constraint inference and propose a
hybrid method to infer restrictive rules (which represent social norms) from
observations (positive examples) and represent them by a logic program. The
presented method is an iterative procedure, where each iteration consists of
an inference and an induction stage. During inference, a constraint is inferred
from the observed trajectories and added to a set of constraints. During induc-
tion, a logic program (hypothesis) is induced which generalizes the observed
trajectories (positive examples) and the set of inferred constraints (negative
examples). The hypothesis is then translated back to the state-action space
and used to update the model of the environment for the next iteration. Since
the learned program is expressed in formal logic, we can interpret and validate
which aspects of the observed behavior are extracted from the observations,
and adjust the induced hypothesis if necessary. We show our method is able to
induce a compact set of rules which can be used to accurately classify behav-
ior to be valid or invalid. We provide empirical evidence that the learned set
of rules can be provided as prior knowledge to a model-free RL agent. This
reduces the required number of episodes until convergence and prevents any
social norm violation both during training and deployment. An ablation study
demonstrates the importance of the induction step. Furthermore, experimental
results confirm that expressing constraints in a symbolic language facilitates
knowledge transfer to similar environments.

The remainder of this article is structured as follows. Section 2 introduces
the foundations of this work: (constrained) Markov decision processes, inverse
reinforcement learning, answer set programming and inductive learning of
answer set programs. Section 3 elaborates on our proposed method. The pro-
posed method and the induced hypotheses are tested and evaluated in section
4. Section 5 provides an overview of related work. Concluding remarks and
future directives are given in section 6.
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2 Background

2.1 Constrained Markov Decision Process

A finite-state Markov decision process (MDP) is a model for sequential deci-
sion making defined as M = (S, {As},G, Ptrans, P0, R, φ) [10]. S is a finite set
of discrete states and A a finite set of discrete actions. {As} denotes the set
of sets of available actions for all states, such that As ⊆ A. G ⊂ S represents
the set of goals as a subset of all states. Ptrans : S×A×S 7→ [0, 1] denotes the
transition probability distribution where Ptrans(s

′ | s, a) expresses the proba-
bility of transitioning to state s′ when performing action a while in state s.
P0 : S × G 7→ [0, 1] denotes the probability distribution over initial states for
each goal. R : S ×A× S × G 7→ R is a goal-dependent reward function where
R(s, a, s′, g) denotes the scalar reward the agent receives for taking action a
while in state s, transitioning to state s′ and aiming for goal g. We consider an
agent interacting with the environment at discrete time steps t generating a
sequence of transitions called a trajectory τ = ((s1, a1, s2), ..., (sT−1, aT−1, sT ))
of length T . At every time step, the agent selects its action based on a goal-
conditioned policy π : S × G 7→ A. Solving the MDP corresponds to finding
the optimal policy π∗ which maximizes the expected total discounted reward
for all goals g ∈ G:

J(π) = Eτ∼π
T∑
t=0

γtR(st, at, st+1, g) (1)

with γ ∈ [0, 1]. We define a constrained Markov decision process (CMDP)MC

as a nominal (i.e. unconstrained) MDP M imposed with a set of constraints
C ⊆ S × A. We impose a set of constraints C on M by restricting the set of
valid actions in each state As. The set of valid actions in state s in the CMDP
MC is defined as: ACs = As \ {a ∈ As | (s, a) ∈ C}. It is possible that due
to the imposed constraints, for some states the set of valid actions becomes
empty As = ∅. Such states are referred to as empty states and the set of empty
states is denoted by Sempty.

2.2 Inverse Reinforcement Learning

Inverse reinforcement learning (IRL) takes as input an MDP without reward
functionM\R and a set of demonstrated trajectories T = (τ1, ..., τN ) sampled
from an unknown expert policy πE . φ : S × A 7→ Rk defines a function which
maps a state-action pair to a k-dimensional feature space where φ(s, a) denotes

the feature vector representing state-action pair (s, a). φ(τ) =
T−1∑
t=1

φ(st, at)

defines the feature representation of a trajectory as the sum of the features
of all state-action pairs in that trajectory. The goal of IRL is to learn a
reward function R̂ which best explains the observed behavior. Feature expec-
tation matching provides a general method for solving the IRL problem by
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matching the expected features of the trajectories obtained by optimizing the
recovered reward with the features of the trajectories provided by the expert:
minR̂[E(φ(τ) | πL) − E(φ(τ) | πE)][11]. Here πL denotes the learner’s policy

which is implied by the learner’s reward R̂, the expert policy πE is reflected
by the expert’s trajectories T . However, the problem of IRL and expected fea-
ture matching is ill-posed since many reward functions in the set of all reward
functions can explain a finite set of sub-optimal demonstrations, thus induce
the same expected features. Maximum entropy (MaxEnt) IRL [12] provides a
general probabilistic framework to resolve this ambiguity. The expected fea-
tures are expressed as a sum over trajectories: E(φ(τ) | πL) =

∑
τ
PπL

(τ)φ(τ)

with PπL
(τ) the probability of trajectory τ under the learner’s policy πL. The

probability of a trajectory is assumed to be exponentially proportional to the
reward earned by that trajectory: Pπ(τ) ∝ eR(τ). Then, the MaxEnt principle
proposes to choose the distribution with minimal bias by selecting the trajec-
tory distribution PπL

(τ) with maximum entropy which matches features with
the expert’s trajectories.

2.3 Answer Set Programming

Answer set programming (ASP) is a declarative problem solving approach [13].
In ASP a normal rule r is defined as h:-b1, ..., bm, notbm+1, ..., notbn. The head
of the rule head(r) is an atom h and bi are literals which constitute the body
of the rule. We define body(r)+ = {b1, ..., bm} and body(r)− = {bm+1, ..., bn}.
The rule should be read as if all atoms in body(r)+ are true and all atoms
in body(r)− cannot be proven to be true then h should be true. Body-less
rules are referred to as facts, in this case the :- sign will be dropped. An
integrity constraint is defined as a headless rule: :- b1, ..., bn. This means that
no solution can satisfy simultaneously b1 and b2 and ..., bn. A choice rule is
of the form l{h1; ...; hn}u :- b1, ..., bn with l and u being integers such that
0 6 l 6 u 6 n. At least l and at most u terms of {h1, ..., hn} can be true if
the body of the rule is satisfied. The body of integrity constraints and choice
rules can also contain negated literals. An answer set program P is a finite
set of normal rules, integrity constraints and choice rules. Given P, the Her-
brand base Bπ is the set of all ground (variable-free) atoms constructed from
predicate names and constant symbols that occur in P. The Herbrand inter-
pretations of P correspond to the set of interpretations which cover all possible
combinations of atom assignments. To solve an answer set program P , the pro-
gram is first transformed to a logic program without variables (grounding). An
interpretation X is a model of a propositional logic program, if head(r) ∈ X
whenever body(r)+ ⊆ X and body(r)− ∩X = ∅ for every r ∈ P . However in
ASP, the semantics of a program are given by its stable models. An interpre-
tation X is a stable model of P , if X is the ⊆-smallest model of the reduct
PX . The reduct PX of a program P relative to an interpretation X is defined
as: PX = {head(r) :- body(r)+ | r ∈ P, body(r)− ∩X = ∅}. In this work, we
adopt clingo [14] to ground and solve ASP programs.
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2.4 Inductive Learning of Answer Set Programs

Inductive learning of answer set programs (ILASP) [15] is a system for learning
an ASP program, referred to as a hypothesis, from examples of what should
and what should not be an answer set. A partial interpretation e is a pair of
sets of atoms (einc, eexc) where einc represents the atoms which are true and
einc the atoms which are false. A Herbrand interpretation X extends a partial
interpretation e iff einc ⊆ X ∧ eexc ∩ X = ∅. The input of the learning task
consists of an ASP program B representing background knowledge, two partial
interpretations denoted by the positive and negative examples E+ and E−

and a hypothesis space SM defined by a language bias M . The goal of ILASP
is to find a hypothesis H such that:

1. H ⊆ SM .
2. ∀ e+ ∈ E+ : ∃A ∈ AS(B ∪H) s.t. A extends e+.
3. ∀ e− ∈ E− : @A ∈ AS(B ∪H) s.t. A extends e−.

Here, A represents a single answer set and AS(P ) depicts the set of all answer
sets of a logic program P . The first condition states that the hypotheses H is
composed of rules from the hypothesis space SM . The second condition declares
the existence, for every positive sample, of at least one answer set of B ∪ H
which extends that example. The third condition assures no answer set of B∪H
extends any of the negative examples. If H meets all three conditions, H is an
inductive solution of the learning task defined by the 4-tuple: (SM , B,E

+, E−).

3 Method

In this section we formally describe the proposed method. Figure 1 shows a
single iteration of the algorithm applied to the towers of Hanoi domain. The
input consists of a nominal MDP M, a set of trajectories T in a constrained

MDP MĈ with Ĉ the ground truth set of constraints which is unknown, an
ASP program B representing background knowledge about the environment
and a hypothesis space SM defined by a language bias M . The goal of our
method is to induce a hypothesis H, represented by an ASP program, which
covers all constraints in Ĉ. Because we consider a finite set of trajectories, a
state-action pair which is not observed can still be valid. We assume no invalid
state-action pairs occur in any trajectory. We propose an iterative procedure
where each iteration consists of a constraint inference and program induction
stage. The number of iterations η is a hyperparameter. First, the optimal
policy is learned in the nominal (unconstrained) MDP M. From this nominal
policy and the set of expert trajectories, one state-action pair is selected by
the principle of maximum likelihood [7] and added to the set of constraints
C. This is the state which has the highest likelihood under the nominal policy
but does not occur in any expert trajectory. Thus, a state which is not visited
by an expert but will likely be visited by an agent which is not aware of the
implicit rules in the environment. In the towers of Hanoi domain, the nominal
policy will induce behavior which moves the pile from the initial position to
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Fig. 1: Overview of a single iteration of the proposed method applied to the
towers of Hanoi environment. First, an optimal policy is learned from the
nominal MDPM. During the inference step, a constraint is inferred from a set
of trajectories T and the nominal policy. The constraint is added to the set of
constraints C. The set of constraints and trajectories are mapped to positive
E+ and negative examples E− using ψ. From the examples, a hypothesis H
is induced using ILASP given background knowledge B and language bias M
(induction step). The answer sets of H ∪B are translated back to state-action
space with ψ−1 and are used to update the set of constraints C. At last, the
set of constraints is augmented on M by updating the set of available actions
in each state {As}.

the goal position without taking the rules into account. The optimal nominal
policy will first move disk 2 to the middle peg, move disk 1 to the middle
peg (on disk 2), move disk 0 to the right peg (this state corresponds to the
inferred constraint which is visualized in figure 1 because this state has the
highest likelihood under the nominal policy and does not occur in any of the
expert trajectories), move disk 1 to the right peg and finally move disk 2 to the
right peg. Next, ILASP induces a hypothesis from the set of constraints, which
serves as the set of negative examples, and the set of trajectories, which serves
as the set of positive examples. The set of constraints is updated by translating
the hypothesis back to state-action space, i.e. all state-action pairs which are
invalidated by the induced hypothesis are added to the set of constraints.
Finally, the updated set of constraints is augmented on the MDP by restricting
the available actions in each state {As}. The next iteration makes use of this
constrained version of the nominal MDP. Subsection 3.1 provides a formal
description on the constraint inference stage, i.e. how the most likely constraint
is selected using the observed trajectories. Subsection 3.2 presents the program
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induction stage and the integration with constraint inference. The complete
algorithm is depicted in algorithm 1.

3.1 Constraint Inference

Since the set of observed trajectories is finite, the absence of a state-action pair
in the observations does not necessarily imply that this pair is invalid. To infer
the state-action pairs which are most likely invalid, we build on the principle
of maximum likelihood constraint inference [7]. More formally, Scobee et al.
propose an iterative process where each iteration a constraint c∗ ∈ C is added
to the set of constraints C. This is the constraint which, when augmented on
the MDP, maximizes the likelihood of the observed trajectories. The constraint
space is defined as all possible state-action pairs: C = S × A. We consider a
CMDP MC for which the set of constraints is initially empty. We define the
probability of a set of trajectories T as PMC (T ). The maximum likelihood
objective is defined as:

c∗ = arg max
c∈C

PMC∪c(T ). (2)

Following the model of maximum entropy [12], the probability of a set of trajec-
tories T is exponentially proportional to the reward earned by each trajectory
τ ∈ T :

PMC (T ) =
1

Z(C)|T |

∏
τ∈T

eR(τ)
1
MC

(τ). (3)

The indicator 1M
C

(τ) signifies if a trajectory τ is valid inMC . The partition
function Z(C) is defined as the sum of the exponentiated rewards over the set
of all valid trajectories in MC , ξMC :

Z(C) =
∑

τ∈ξMC

eR(τ). (4)

To make ξMC finite, only trajectories with length smaller or equal to the max-
imum planning horizon Γ ∈ N+ are considered. To solve equation (2), Z(C)
should be minimized while not invalidating any of the observed trajectories.
Scobee et al. derive that this can be done by maximizing the sum of the expo-
nentiated rewards over all trajectories made invalid by augmenting a constraint
c onMC . This set of invalid trajectories is denoted by ξ−MC∪c . Given this, the
objective becomes:

c∗ = arg max
c∈C

PM(ξ−MC∪c)

s.t. T ∩ ξ−MC∪c = ∅.
(5)

This step comes down to adding the state-action pair to the set of constraints
which is not observed in any of the given trajectories but has the highest
probability underMC . To determine the probability of a state-action pair, we
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define the state-action visitation frequency:

Ds′,a′ =
∑
g∈G

Ds′,gπ(a′ | s′, g)1M
C

(s′, a′). (6)

Where Ds′,g denotes the single goal state visitation frequency which can be
calculated recursively:

Ds′,g =
∑
s∈S

∑
a∈As

Ds,gπ(a | s, g)Ptrans(s
′ | s, a). (7)

The final objective then becomes:

c∗ = arg max
s,a

Ds,a s.t. (s, a) /∈ T . (8)

The single goal state visitation frequency Ds′,g is initialized with the goal-
conditioned initial state distribution P0. Each iteration the goal-conditioned
policy is calculated using the backward pass of the MaxEnt IRL algorithm [12]:

π(a | s, g) =
Zs,a,g
Zs,g

(9)

with the state-action partition function Zs,a,g and the state partition function
Zs,g defined recursively as:

Zs,a,g =
∑
s′∈S

Zs′,gPtrans(s
′ | s, a)eR(s,a,s′,g) (10)

Zs,g =
∑
a∈As

Zs,a,g. (11)

Once a constraint c∗ is inferred, it is added to the set of constraints C together
with all empty states. To prevent transitioning to an empty state, state-action
pairs (s, a) for which Ptrans(s

′ | s, a) > 0 and s′ ∈ Sempty are also added to the
set of constraints. Earlier work [7, 8] assumes the reward function, which is
required to calculate the policy, is known or calculated using an IRL method.
To relax this restriction, we propose to infer a sparse reward function from the
observed trajectories such that the reward is 1 if the next state is a terminal
state in one of the observed trajectories, otherwise the reward is zero.

R(s, a, s′, g) =

{
1 if s′ ∈ T gT
0 otherwise.

(12)

Here T gT denotes the set of states at the final time step of all trajectories where
the observed agent pursues goal g.
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3.2 Program Induction

The goal of our work is to induce a hypothesis, expressed as an ASP program,
which explains the behavior of agents in an environment. In this subsection we
describe how constraint inference and ILASP can be integrated to generalize
the set of inferred constraints to a set of rules expressed in formal logic. The
input of ILASP consists of a set of positive examples E+ and a set of negative
examples E−, an ASP program representing background knowledge B about
the environment and a search space SM . B and SM should be provided. The
set of positive examples originates from the observed trajectories T while the
set of negative examples is based on the set of constraints C. However, ILASP
requires all inputs are expressed as first-order logic predicates and facts while
the observed trajectories and inferred constraints are defined in the MDP’s
state-action space. Because of this nonconformity, we define an environment-
specific mapping ψ from the state-action space to first-order logic. Thus, the
set of positive and negative examples can be formally defined as:

ψ(s, a) ∈ E+ : (s, a) ∈ T (13)

ψ(s, a) ∈ E− : (s, a) ∈ C. (14)

An example of ψ for the towers of Hanoi environment can be found in Figure
1. Running ILASP results in a hypothesis H which possibly generalizes the
given examples over a larger region of the state-action space. To benefit from
this generalization in the next iteration, we translate the ASP program H back
to the state-action space using the inverse mapping ψ−1 and update the set of
constraints C accordingly. The set of constraints is extended with the state-
action pairs which correspond to the interpretations which are an answer set
of B but are no answer set of B ∪H, i.e. the state-action pairs which are no
longer valid after imposing H on B. After η iterations, the hypothesis H is
returned. The complete procedure is depicted in algorithm 1.

4 Experiments

In this section we perform an experimental evaluation of the proposed method.
Subsection 4.1 provides a brief overview of the used environments. In subsec-
tion 4.2, a qualitative evaluation follows of the induced hypotheses. Subsection
4.3 covers a quantitative evaluation of the learned rules and the effect of the
hyperparameter η and the number of trajectories available. In subsection 4.4,
we provide a model-free RL agent with rules induced using our method as prior
knowledge. First, we examine to what extent this prior knowledge speeds up
the learning process. Next, we evaluate the applicability in safety critical envi-
ronments by measuring the empirical violation probability both during and
after training. At last, in subsection 4.5 we inspect the transferability of the
induced rules to other but similar environments.
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Algorithm 1 Logic constraint inference algorithm

Input: nominal MDPM, expert trajectories T , search space SM , background
knowledge B
Parameter: planning horizon Γ, number of iterations η
Output: hypothesis H

1: C ← ∅
2: for i← 0 to η do
3: for g ∈ G do . Constraint inference
4: for t← 0 to Γ do
5: Zs,a,g ←

∑
s′∈S

Zs′,gPtrans(s
′ | s, a)eR(s,a,s′,g)

6: Zs,g ←
∑
a∈As

Zs,a,g

7: end for

8: π(a | s, g)← Zs,a,g
Zs,g

9: end for
10: while not converged do
11: Ds′,g ←

∑
s∈S

∑
a∈As

Ds,gπ(a | s, g)Ptrans(s
′ | s, a)

12: Ds′,a′ ←
∑
g∈G

Ds′,gπ(a′ | s′, g)1M
C

(s′, a′).

13: end while
14: c∗ ← arg max

s,a
Ds,a s.t. (s, a) /∈ T

15: C ← C ∪ {c∗}
16: C ← C ∪ {(s, a)} : s ∈ Sempty, a ∈ As
17: C ← C ∪ {(s, a)} : Ptrans(s

′ | s, a) > 0, s′ ∈ Sempty

18: E+ ← ψ(T ) . Program induction
19: E− ← ψ(C)
20: H ← ILASP (SM , B,E

+, E−)
21: C ← ψ−1(AS(B) \AS(B ∪H))
22: ACs ← As \ {a ∈ As | (s, a) ∈ C}
23: end for
24: return H

4.1 Environments

We conduct experiments in the towers of Hanoi environment (Figure 1)
and simulated traffic environments (Figure 2). We chose these environments
because the behavior of agents in these environments is constrained by formal
or informal rules.

Towers of Hanoi is a canonical recursive problem where a stack of disks
has to be moved from one place to another, without placing a larger disk on a
smaller one and only moving the upper disk of any stack. Although all rules
are explicitly known and could in principle be integrated upfront in the MDP
definition, the simplicity of this problem allows to illustrate the working of our
algorithm. In this environment, there is only one agent which plays the game.
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(a) Traffic light controlled
intersection

(b) Intersection with pri-
ority to the right

(c) Combination of 2a and 2b

Fig. 2: The different SUMO traffic environments. The agents learn social
norms such as dealing with priority to the right and traffic lights, purely from
observed trajectories.

The state of the game is represented by the xy-coordinates of the three disks.
The available actions are the displacement of any disk on the top position of
one of the stacks to the top position of another stack. To establish a mapping
to first-order logic using ψ, we use three instances (one for each disk) of the
predicate at(D, X, Y). This predicate evaluates true if disk D is at position
(X, Y). Disks are numbered in order of decreasing size, the disk for which D=1
corresponds with the largest disk.

For the second set of experiments, we constructed three traffic environ-
ments: an intersection with bidirectional traffic which is controlled by traffic
lights (Fig 2a), an intersection with unidirectional traffic where the priority is
given to cars coming from the right (Fig 2b) and an environment combining
both previous scenarios (Fig 2c). In these environments, the cars represent the
different agents. From any position the agent can choose between 5 actions
which correspond to the 4 cardinal directions and standing still. The mapping
ψ also uses these directions to map the xy-coordinate of an agent to a spe-
cific road, e.g. onRoad(north) signifies the agent is on the road on the north
of the intersection. The unary predicate beforeJunction denotes if the agent
is in front of a junction. The action of the agent is represented by the pred-
icate go. The state of the traffic light is represented by tls0 and tls1. If a
car is approaching from the right, the predicate carOnTheRight is true. The
ground truth rules (to be learned constraints) consist of not driving off-road,
giving priority to the right on a junction without traffic lights, stopping at
a red light and, in case of unidirectional traffic, not driving in the opposite
direction. These scenarios are built in the SUMO traffic simulator [16] which
comes with internal car control algorithms, representing the expert policy πE ,
to generate realistic car trajectories. All possible (valid) trajectories are gener-
ated with the same probability and all results are averaged over 20 trials with
different random seeds.
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4.2 Induced Hypotheses

In this subsection we carry out a qualitative evaluation of the induced hypothe-
ses. In the towers of Hanoi environment, only one rule is learned which states
that it is invalid that a larger disk V1 is on a disk V2:

:− V1 < V2 ; on (V1 , V2 ) .

Note that disks are numbered in order of decreasing size. For the towers of
Hanoi environment the background knowledge and search space are depicted in
Figure 1. For reasons of space, the complete background knowledge and search
space are omitted for the traffic environments. In the traffic environment with
priority to the right the following rules are induced:

:− not onRoad (V1) : d i r (V1 ) .
:− go ( north ) ; not onRoad ( south ) .
:− go ( south ) ; not onRoad ( north ) .
:− go ( ea s t ) ; onRoad ( south ) .
:− go ( ea s t ) ; onRoad ( north ) .
:− go ( west ) .
:− carOnTheRight ; not go ( zero ) .

The first rule states that it is invalid for an agent to be off-road. This rule
makes use of a conditional literal and is equivalent to the conjunction of
not onRoad(V1) for all directions V1 (dir(V1) evaluates true if V1 is a vari-
able which represents a direction). The following four rules invalidate being in
a state on-road and transitioning to a state off the road. Since all roads in this
environment are unidirectional, the action of going west is invalid as stated by
the second last rule. The last rule represents the “priority to the right”-rule,
i.e. when there is a car on the right, the only valid action is go(zero) which
represents being stationary. The rules learned in the traffic light controlled
junction environment are displayed below:

:− not onRoad (V1) : d i r (V1 ) .
:− go ( north ) ; onRoad ( west ) .
:− go ( north ) ; onRoad ( ea s t ) .
:− go ( ea s t ) ; onRoad ( south ) .
:− go ( ea s t ) ; onRoad ( north ) .
:− go ( south ) ; onRoad ( ea s t ) .
:− go ( west ) ; onRoad ( south ) .
:− go ( west ) ; onRoad ( north ) .
:− go ( south ) ; onRoad ( west ) .
:− be fo r eJunct i on ( west ) ; go ( ea s t ) ; t l s 1 .
:− be fo r eJunct i on ( south ) ; go ( north ) ; t l s 0 .
:− be fo r eJunct i on ( ea s t ) ; go ( west ) ; t l s 1 .
:− be fo r eJunct i on ( north ) ; go ( south ) ; t l s 0 .

The first rule invalidates being off-road and the following 8 rules prohibit
transitioning to a state off-road, similar rules were induced in the environment
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Fig. 3: False positive rate, false negative rate and accuracy of the induced rules
for the traffic light controlled intersection environment (3a, 3c, 3e respectively)
and for the intersection with priority to the right environment (3b, 3d, 3f
respectively) as a function of the number of observed trajectories. Mind the
different y-axis scale.

with priority to the right. The last four rules state cars have to stop at a red
traffic light.

4.3 Accuracy of the Learned Hypotheses

In this section, we validate the induced rules of the traffic environment by
calculating all answer sets of the ASP program represented by the union of
the background knowledge and the induced hypothesis. These answer sets
represent the state-action pairs which are considered valid by the induced



Springer Nature 2021 LATEX template

Inverse Reinforcement Learning Through Logic Constraint Inference 15

2 4 6 8 10
Number of iterations 

0

100

200

C
on

st
ra

in
ed

 s
ta

te
-a

ct
io

n 
pa

ir
s

1 5 15 30

Fig. 4: Number of state-action pairs which are constrained by the inferred rules
for increasing values of η. Line styles indicate the number of expert trajectories
available. Results are from the traffic light controlled intersection environment.

hypothesis and can hence be used to classify a state-action pair as allowed
or prohibited. We gather 10 000 trajectories from the SUMO simulator and
validated that all correct actions of cars in any of the possible on-road position
were observed at least once in this dataset. Accordingly, the ground truth
validity of a state-action pair is determined by the presence in at least one
of the 10 000 trajectories. We report three statistics. The false positive rate
(FPR) is the fraction of the state-action space that is incorrectly prohibited
by the set of induced rules. Accordingly, the false negative rate (FNR) is the
fraction that is incorrectly allowed. The accuracy is the ratio between the
sum of false positive and false negative state-action pairs divided by the total
number of state-action pairs.

We calculate these statistics for the traffic light controlled intersection and
the intersection with priority to the right environments for increasing num-
bers of trajectories (dataset sizes) and iterations η. The results are depicted in
Figure 3. The FPR decreases with the number of observed trajectories. When
few expert observations are available, some allowed state-action combinations
may not be observed. If an allowed but unvisited state-action pair has high
likelihood under the nominal policy it will incorrectly be selected as a con-
straint which will lead to incorrect rules. When, for instance, in none of the
trajectories a car stopped in front of a red traffic light (because the light was
always green), the system could induce that it is invalid for a car to be in
front of a red traffic light. Provided that the number of iterations η is not too
small, small number of observations will result in a low FNR because rules
are inferred which invalidate large regions of the state-action space which also
include the true constraints. In our example, when the system infers the rule,
all states which include the agent in front of a red traffic light are invalid, it
also invalidates the true constraint of driving a red light. This phenomenon
can also be observed in figure 4 which depicts the number of state-action
pairs which are invalidated by the learned rules for increasing values of η and
number of expert trajectories. With fewer iterations η, fewer constraints are
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Fig. 5: Total cost received during training using Q-learning in the traffic light
controlled junction environment (5a) and the intersection with priority to the
right environment (5b).

inferred accordingly the induced rules invalidate less state-action pairs hence
a smaller FPR but a higher FNR. It is self-evident the number of constrained
state-action pairs increase when the number of iterations increase. Notably, in
the traffic light scenario of Figure 3c, the FNR first increases for smaller num-
ber of trajectories. Because the rules become less restrictive but the number
of observations is too limited, many state-action pairs are incorrectly allowed.
This is depicted in figure 4 by the green curve (15 trajectories) that lies below
the blue dash-dotted curve (30 trajectories). As more observations become
available, this effect disappears. This effect is less pronounced for the inter-
section with priority to the right environment. We attribute this to the lower
complexity of this environment with only unidirectional traffic on each road.
From these results we conclude there must be sufficient trajectories available
and the number of iterations should be high enough to induce a hypothesis
with a low FPR, low FNR and high accuracy.

4.4 Logic-Constrained Q-Learning

We evaluate to what extent the logic program induced by our method can be
integrated as prior knowledge in a model-free RL algorithm like Q-learning.
Both during training and deployment of RL agents in safety critical environ-
ments, we want to ensure the agent integrates in the multi-agent environment
and does not cause any harm or damage by violating the social norms and
rules. We guide the exploration process by restricting the available actions
based on the current state [17, 18]. The action space is restricted by first
translating the induced hypothesis to a set of constraints in state-action space
(algorithm 1 line 21). Next, the set of sets of valid actions {As} is restricted
using this set of constraints (algorithm 1 line 22). We will refer to this method
as logic constrained Q-learning (LC-QL). While this method is conservative, it
has the advantage state-action pairs which are forbidden by the induced logic
will never occur in any trajectory of the learning agent.
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Table 1: Empirical probability of a rule violation during RL experiment.

Traffic lights Priority to the right

Train Test Train Test

QL 0.32±0.50 0.036±0.072 0.13±0.19 0.0043±0.0140
C-QL 0.25±0.44 0.011±0.039 0.09±0.15 0.0036±0.0150
LC-QL 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

We compare our method with vanilla Q-learning (QL) and Q-learning con-
strained by a set of constraints obtained using only the inference step of our
algorithm (C-QL). Comparing LC-QL and C-QL should reveal the impor-
tance of the induction step of algorithm 1. We train both LC-QL and C-QL
agents with the same number of iterations η. All agents adopt an ε-greedy
exploration strategy during training (ε = 0.05), but become fully determinis-
tic afterwards (ε = 0). We adopt a learning rate of 0.9 and a discount factor
0.75. The Q-table is initialized with zeros. Experimental results are the aver-
age of 400 trained agents. We define the cost signal (negative reward) as the
L1-distance from the agent’s position to its goal, which has a maximum of
4. Violating a ground truth rule (i.e. traffic regulations) incurs a cost of 10.
Figure 5 shows the total cost received by an agent trained for a different num-
ber of episodes in the intersection with traffic lights environment (5a) and the
intersection with priority to the right environment (5b). We conclude from
these results that constraining an agent with a logic program inferred using
our method leads to a considerable speed-up of the Q-learning convergence.
Using only constraint inference barely improves the agent’s required number
of episodes during training which confirms the importance of the induction
step. Moreover, we notice a much smaller variation in performance between
LC-QL agents. Table 1 shows the empirical probability of an agent violating
at least one rule during and after training for both intersections. Best results
are in bold. These results show only our method guarantees no rules will be
violated both at deployment and during exploration, thus, would qualify for
safety-critical applications. At last, we measured the execution time of the dif-
ferent steps of our algorithm, the results for the traffic light controlled junction
environment are depicted in figure 6. We observe that the induction step takes
up the largest part of the execution time, especially for large values of η. The
green curve represents the time until convergence of LC-QL when provided
with rules inferred using our algorithm for different values of η. Although our
method improves the speed to convergence when constraining a learning agent
with the learned rules (as shown in figures 5a and 5b) there is no overall time
saving compared to training an agent without prior knowledge.

4.5 Transfer Learning

At last, we tested to what extent rules from one environment can be transferred
to a second, similar environment. To this end, we designed a traffic situation
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Fig. 7: Transfer learning experiment:
total cost received in the combo envi-
ronment (see figure 2c).

Table 2: Empirical probability of a rule violation during transfer learning
experiment.

Train Test

QL 0.220±0.180 0.024±0.025
LC-QL (1) 0.018±0.088 0.0±0.0
LC-QL (2) 0.004±0.008 0.0±0.0
LC-QL (1 + 2) 0.0±0.0 0.0±0.0

which combines elements from the traffic light controlled intersection and the
intersection with priority to the right environments. A snapshot of this envi-
ronment is shown in Figure 2c. Since the learned rules are expressed in terms
of human concepts which generalize multiple states and actions, it is straight-
forward to port these rules to another environment. The only manual work
required is to update the definition of predicates in the background knowledge
because for example the position of roads and intersections in the source and
target domain does not necessarily correspond with the same xy-coordinates
(symbol grounding). We compare an agent which learns from scratch (standard
Q-learning), an agent which is provided with rules induced from the traffic light
controlled intersection environment (LC-QL 1), an agent which is provided
with rules induced from the intersection with priority to the right environment
(LC-QL 2) and an agent which is provided with the rules induced from both
environments (LC-QL 1 + 2). Figure 7 depicts the total cost acquired dur-
ing one run by an agent. From this figure, we can conclude transferring rules
induced with our method to a similar environment can substantially reduce
the number of episodes required during training, even when the source domain
only contains a subset of the rules applicable in the target domain. For exam-
ple, the agent which only gets rules from source domain 2 (LC-QL (2)) has
not learned the rule of stopping at red traffic lights but still trains significantly
faster than the QL agent. Table 2 shows the empirical probability of one of
the agents violating a rule. Best results are in bold. Notably, an agent which
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is only provided with a portion of the ground truth rules, is able to reduce the
empirical probability of a rule violation with one or two orders of magnitude
during training and even to zero during testing.

5 Related Work

The first definition of constrained MDP’s was provided by Altman [19] which
augments the MDP with a secondary cost function c : S×A 7→ R and a budget
α ≥ 0. Solving this type of constrained MDP’s consists of finding a policy which
maximizes the expected total discounted reward J(π) such that Jc(π) ≤ α
where Jc(π) denotes the expected total discounted cost. However, solving this
class of constrained MDP’s is not trivial and research is still ongoing [20, 21].
Scobee et al. [7] proposed an alternative definition of constrained MDP’s where
constraints are defined as invalid state-action pairs, this relaxes the necessity
of sophisticated methods to solve the MDP. Hence, the definition of Scobee et
al. was evaluated to be best suited for this work.

Several approaches to infer constraints have been proposed. Robotic con-
straints are often specified as volumes in a 3-dimensional euclidean space or
as kinematic restrictions. Numerous methods were proposed to infer such geo-
metric constraints where demonstrations are provided by teleoperation [22] or
by a human guiding the robot [23, 24]. Another study focuses on inferring
sequential constraints which capture a task’s sequential structure [25]. Previ-
ous work [7, 26, 27] defines a constraint as a point in feature space which does
not occur during any of the observations but would induce a lower cost. They
argue that these points must be constraints, otherwise agents would not avoid
these points when minimizing their cost. Our work extends this principle by
reasoning about the inferred constraints such that constraints can be gener-
alized over larger regions in feature space. Malik et al. [8] propose a sample

based approximation of the work of Scobee et al. by estimating 1
MC

with a
neural network. This approach scales constraint inference to large and contin-
uous state spaces. Glazier et al. [28], on the other hand, extend their method
to allow soft constraints which are points in feature space which are, in some
cases, valid. McPherson et al. [29] adopted the principle of maximum causal
entropy to extend the applicability to stochastic environments.

IRL often serves the goal of aligning an artificial agent’s behavior with val-
ues respected during demonstrations. Noothigattu et al. [30] propose to learn
two policies, one maximizing the reward through classic RL and one obeying
behavioral constraints through IRL. Next, a contextual-bandit-based orches-
trator is used to blend the two policies. Other work introduces an approach
to model the navigation behavior of interacting pedestrians in terms of a joint
mixture distribution over the trajectories of all agents [31]. Next, this model is
adopted by a robot to interact with humans in a socially compliant way. How-
ever, no existing work focuses on true interpretability of the learned concepts
which is, by our opinion, a critical aspect in the development of safe artificial
agents.
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Our work is also related to safe RL as the induced hypothesis can be
adopted as external knowledge to avoid unsafe situations during the explo-
ration process. The exploration process can also be modified by initializing
the Q-function with recorded trajectories of a teacher [32]. Other work sug-
gests to decompose the Q-function in a task and a survival component [33].
The survival component is task-independent and is used to safely navigate the
environment. Other techniques take risks into account by adapting the opti-
mization criteria [34]. However, in contrast with the proposed method, these
techniques do not completely exclude the occurrence of an invalid state-action
pair. Related to our approach is the technique of a teacher giving advice to
the agent when unsafe situations could occur [18]. In our case the teacher is
represented by the learned rules which restricts the possible actions in cer-
tain states. Safety is also closely related to interpretability which is why other
research focuses on explaining RL policies. Coppens et al. [35] proposed a pol-
icy distilling algorithm which extracts a set of rules from a deep RL policy.
However, in contrast to our work, they assume a RL policy is already avail-
able. Alternatively, relational RL [36], learns an optimal policy starting from
a description of the environment based on objects and relations which makes
it interpretable “by design”. It is also possible to learn a reward function [37]
or a policy [38] in the relational domain, given expert demonstrations. How-
ever, these approaches build on supervised learning techniques which fail when
demonstrations are sub-optimal. Even though these relational RL models are
very expressive, training them is difficult which limits their applicability.

Other ILP techniques have also focused on inducing general rules from
observed traces. Inductive general game playing is a technique to induce rules
from traces from a wide range of games [39]. However, negative examples are
generated from the closed world assumption: all atoms which are not known
to be true are assumed to be false. We do not make this assumption since
there is a chance that a valid state-action pair is not observed in a finite set
of traces. Learning from interpretation transition [40] is a subclass of ILP
which learns a transition model from traces of a system. The Apperception
Engine [41] builds on this principle but imposes extra conditions of unity on
the induced logic program. Our work differentiates from this approach since
we are not interested in learning a conclusive causal theory from the observed
traces. Instead our method induces a compact set of rules to represent the
environmental restrictions on the behavior of agents.

6 Conclusion and Future Work

We showed that constraint inference and ILP are complementary and provided
a framework which integrates them. Thanks to constraint inference, there is
no need to collect negative examples while ILP offers the capability to gener-
alize sets of constrained state-action pairs to logic statements hence improve
interpretability and transferability. Our method learns a logic program from
observed trajectories and represents implicit restrictions on the behavior of
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the observed agents. These restrictions correspond to the explicit and implicit
social norms applicable to the observed environment. We provided a Q-learning
agent with the learned rules as prior knowledge about the environment to align
its behavior with the applicable social norms and reduce the required number
of episodes during training. Moreover, since the learned rules are expressed
in formal logic, this facilitates validation by a human to assure no undesired
behavior is extracted from the observations. This is an important step towards
deploying autonomous agents in environments shared with humans.

Calculating the state-action visitation frequencies during the constraint
inference stage requires iterating over all states and actions. This also holds
for the backward pass which is used for calculating the nominal policy. In its
current inception, the framework is thus not scalable to larger environments.
However, instead of exactly calculating the state-action visitation frequen-
cies, we could estimate this by sampling trajectories from the nominal policy
and counting state-action visitations. To obtain the optimal nominal policy,
a deep model-free RL algorithm like Rainbow [42] or PPO [43] can be used.
We hypothesize that these measures will enable scaling the inference step to
more complex RL benchmarks. Another requirement is a description of the
background knowledge to introduce human concepts (e.g. roads, intersections,
traffic lights). To enable scalability of the induction step, it is important to keep
the hypothesis space limited. We hypothesize that an ego-centric representa-
tion of the agent’s state and action could facilitate this. Although Q-learning is
one of the foundational methods for model-free RL, other state-of-the-art deep
RL methods have outperformed Q-learning such as TRPO [44], PPO [43] and
Rainbow [42]. Providing logic rules as constraints to a deep RL agent is thus
an interesting future directive. The problem of optimizing constrained deep
RL methods is often formulated as a dual objective using Lagrangian multi-
pliers [20, 45]: maximize the reward (which represents the goal) and minimize
the cost (which represent the constraints). Representing the cost function by
the induced logic program would enable integrating our method with state-of-
the-art deep RL algorithms. Another possibility is using a “shield” [18] which
monitors the actions taken by the agent and corrects them when the agent
would violate a rule. Furthermore, when capturing real-life datasets, it is likely
that rule violations will be observed. The use of probabilistic logic to represent
weak constraints [28] could relax the assumption no constraint state-action
pairs can occur in the observed trajectories. Since we build on the principle
of maximum entropy IRL, our method only exactly holds for deterministic
environments. Adopting the principle of maximum causal entropy [46] is a
potential way to resolve this issue.
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Appendix A Qualitative Results

This section provides the background knowledge B, the language bias M
defining the search space SM and the induced hypotheses H for the different
environments used in the experiments.

A.1 Towers of Hanoi

A.1.1 Background B

1 y ( 0 . . 2 ) .
2 x ( 0 . . 2 ) .
3 d i sk ( 0 . . 2 ) .
4
5 1{ at (D, Y, X) : y (Y) , x (X)}1 :− d i sk (D) .
6 on (D1 , D2) :− at (D1 , X1 , Y1) , D1!=D2
7 at (D2 , X2 , Y2) , X1=X2 , Y1>Y2 .

The first three lines define constants representing the x- and y-coordinates
and the disks. The rule on line 5 states, only one disk can be at a single
position defined with an x- and y-coordinate. The last rule defines the predicate
on(D1,D2) which evaluates to true when disk D1 is on disk D2.

A.1.2 Language bias M

1 #modeb (1 , on ( var ( d i sk ) , var ( d i sk ) ) ) .
2 #modeb (1 , var ( d i sk )=var ( d i sk ) ) .
3 #modeb (1 , var ( d i sk )<var ( d i sk ) ) .
4 #modeb (1 , var ( d i sk )>var ( d i sk ) ) .

A.1.3 Hypothesis H

1 :− V1 < V2 ; on (V1 , V2 ) .

A.2 Traffic Light Controlled Intersection

A.2.1 Background B

1 row ( 1 . . 5 ) .
2 c o l ( 1 . . 5 ) .
3
4 d i r ( ze ro ) .
5 d i r ( north ) .
6 d i r ( ea s t ) .
7 d i r ( south ) .
8 d i r ( west ) .
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9
10 1{ at (C, R) : c o l (C) , row (R)}1 .
11 1{ t l s 0 ; t l s 1 }1 .
12 1{go (V) : d i r (V)}1 .
13
14 onRoad ( zero ) :− at (X,Y) ,
15 c o l (X) , row (Y) , X=3, Y=3.
16 onRoad ( south ) :− at (X,Y) ,
17 c o l (X) , row (Y) , X=3, Y<3.
18 onRoad ( north ) :− at (X,Y) ,
19 c o l (X) , row (Y) , X=3, Y>3.
20 onRoad ( ea s t ) :− at (X,Y) ,
21 c o l (X) , row (Y) , X>3, Y=3.
22 onRoad ( west ) :− at (X,Y) ,
23 c o l (X) , row (Y) , X<3, Y=3.
24
25 be fo r eJunct i on ( south ) :− at (X,Y) ,
26 c o l (X) , row (Y) , X=3, Y=2.
27 be fo r eJunct i on ( north ) :− at (X,Y) ,
28 c o l (X) , row (Y) , X=3, Y=4.
29 be fo r eJunct i on ( west ) :− at (X,Y) ,
30 c o l (X) , row (Y) , X=2, Y=3.
31 be fo r eJunct i on ( ea s t ) :− at (X,Y) ,
32 c o l (X) , row (Y) , X=4, Y=3.

Line 1 and 2 define the x- and y-coordinates. Line 4 to 8 define the directions
used to indicate actions and roads. The rule on line 10 states only one agent
can be at a single position. The rule on line 11 defines that the traffic light is
always in one of the two states: tls0 and tls1. The rule on line 12 assures an
agent can only move in one direction. The other rules are explained in figure
A1.

A.2.2 Language bias M

1 #constant ( d i r e c t i o n , ze ro ) .
2 #constant ( d i r e c t i o n , north ) .
3 #constant ( d i r e c t i o n , ea s t ) .
4 #constant ( d i r e c t i o n , south ) .
5 #constant ( d i r e c t i o n , west ) .
6
7 #constant ( cord , 1 ) .
8 #constant ( cord , 2 ) .
9 #constant ( cord , 3 ) .

10 #constant ( cord , 4 ) .
11 #constant ( cord , 5 ) .
12
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Fig. A1: Meaning of predicates in the traffic light controlled intersection
environment.

13 #modeb (1 , onRoad ( const ( d i r e c t i o n ) ) ) .
14 #modeb (1 , t l s 0 , ( p o s i t i v e ) ) .
15 #modeb (1 , t l s 1 , ( p o s i t i v e ) ) .
16 #modeb (1 , go ( const ( d i r e c t i o n ) ) ) .
17 #modeb (1 , be fo r eJunct i on ( const ( d i r e c t i o n ) ) ) .
18 #modeb (1 , at ( const ( cord ) , const ( cord ) ) ) .
19 #modeb (1 , onRoad ( var ( d i r ) ) ) .
20 #modec (1 , d i r ( var ( d i r ) ) ) .
21
22 #max penalty ( 5 0 ) .

A.2.3 Hypothesis H

1 :− not onRoad (V1) : d i r (V1 ) .
2 :− go ( north ) ; onRoad ( west ) .
3 :− go ( north ) ; onRoad ( ea s t ) .
4 :− go ( ea s t ) ; onRoad ( south ) .
5 :− go ( ea s t ) ; onRoad ( north ) .
6 :− go ( south ) ; onRoad ( ea s t ) .
7 :− go ( west ) ; onRoad ( south ) .
8 :− go ( west ) ; onRoad ( north ) .
9 :− go ( south ) ; onRoad ( west ) .
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10 :− be fo r eJunct i on ( west ) ; go ( ea s t ) ; t l s 1 .
11 :− be fo r eJunct i on ( south ) ; go ( north ) ; t l s 0 .
12 :− be fo r eJunct i on ( ea s t ) ; go ( west ) ; t l s 1 .
13 :− be fo r eJunct i on ( north ) ; go ( south ) ; t l s 0 .

A.3 Intersection with Priority to the Right

A.3.1 Background B

1 row ( 1 . . 5 ) .
2 c o l ( 1 . . 5 ) .
3
4 1{ at (C, R) : c o l (C) , row (R)}1 .
5 1{ carOnTheRight ; noCarOnTheRight }1 .
6 1{go (V) : d i r (V)}1 .
7
8 d i r ( ze ro ) .
9 d i r ( north ) .

10 d i r ( ea s t ) .
11 d i r ( south ) .
12 d i r ( west ) .
13
14 onRoad ( zero ) :− at (X,Y) , c o l (X) , row (Y) , X=3, Y=3.
15 onRoad ( south ) :− at (X,Y) , c o l (X) , row (Y) , X=3, Y<3.
16 onRoad ( north ) :− at (X,Y) , c o l (X) , row (Y) , X=3, Y>3.
17 onRoad ( ea s t ) :− at (X,Y) , c o l (X) , row (Y) , X>3, Y=3.
18 onRoad ( west ) :− at (X,Y) , c o l (X) , row (Y) , X<3, Y=3.

The background knowledge is similar to the traffic light controlled intersection.
In this environment, the predicates carOnTheRight and NoCarOnTheRight are
introduced.

A.3.2 Language bias M

1 #constant ( d i r e c t i o n , ze ro ) .
2 #constant ( d i r e c t i o n , north ) .
3 #constant ( d i r e c t i o n , ea s t ) .
4 #constant ( d i r e c t i o n , south ) .
5 #constant ( d i r e c t i o n , west ) .
6
7 #constant ( cord , 1 ) .
8 #constant ( cord , 2 ) .
9 #constant ( cord , 3 ) .

10 #constant ( cord , 4 ) .
11 #constant ( cord , 5 ) .
12
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13
14 #modeb (1 , at ( const ( cord ) , const ( cord ) ) , ( p o s i t i v e ) ) .
15 #modeb (1 , onRoad ( const ( d i r e c t i o n ) ) ) .
16 #modeb (1 , go ( const ( d i r e c t i o n ) ) ) .
17 #modeb (1 , carOnTheRight ) .
18 #modeb (1 , onRoad ( var ( d i r ) ) ) .
19 #modec (1 , d i r ( var ( d i r ) ) ) .
20
21 #max penalty ( 3 0 ) .

A.3.3 Hypothesis H

1 :− not onRoad (V1) : d i r (V1 ) .
2 :− go ( north ) ; not onRoad ( south ) .
3 :− go ( south ) ; not onRoad ( north ) .
4 :− go ( ea s t ) ; onRoad ( south ) .
5 :− go ( ea s t ) ; onRoad ( north ) .
6 :− go ( west ) .
7 :− carOnTheRight ; not go ( zero ) .

Appendix B Transfer Learning

As mentioned in the article, the meaning (grounding) of predicates can dif-
fer between the source and target domain. Below the updated background
knowledge is given used in the transfer learning experiment.

B.1 Background B

1 row ( 1 . . 7 ) .
2 c o l ( 1 . . 7 ) .
3
4 1{ at (C, R) : c o l (C) , row (R)}1 .
5 1{ t l s 0 ; t l s 1 }1 .
6 1{ carOnTheRight ; noCarOnTheRight }1 .
7 1{go (V) : d i r (V)}1 .
8
9 d i r ( ze ro ) .

10 d i r ( north ) .
11 d i r ( ea s t ) .
12 d i r ( south ) .
13 d i r ( west ) .
14
15 onRoad ( zero ) :− at (X,Y) , c o l (X) , row (Y) , X=6, Y=4.
16 onRoad ( south ) :− at (X,Y) , c o l (X) , row (Y) , X=3, Y<4.
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17 onRoad ( north ) :− at (X,Y) , c o l (X) , row (Y) , X=6, Y>4.
18 onRoad ( ea s t ) :− at (X,Y) , c o l (X) , row (Y) , X>6, Y=4.
19 onRoad ( west ) :− at (X,Y) , c o l (X) , row (Y) , X<6, Y=4.
20
21 be fo r eJunct i on ( north ) :− at (X,Y) ,
22 c o l (X) , row (Y) , X=6, Y=5.
23 be fo r eJunct i on ( west ) :− at (X,Y) ,
24 c o l (X) , row (Y) , X=5, Y=4.
25 be fo r eJunct i on ( ea s t ) :− at (X,Y) ,
26 c o l (X) , row (Y) , X=7, Y=7.
27 be fo r eJunct i on ( south ) :− at (X,Y) ,
28 c o l (X) , row (Y) , X=7, Y=7.
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