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Abstract

The recent development of nanoelectronic devices that incorporate Dirac materials has highly increased the need
for adequate simulation and modelling tools. This paper introduces an accurate, multiphysics finite-difference time-
domain method to solve the pertinent Maxwell-Dirac equations. The stability criterion for the Dirac equation
with electromagnetic fields is derived, which reduces to the Courant-Friedrichs-Lewy condition in the absence of
electromagnetic fields. Validation examples show the second-order accuracy of the novel fully coupled Maxwell-
Dirac scheme and illustrate that total norm and energy are conserved within a relative error of order 10−4. The
method is applied to a ZrTe5 waveguide and it is found that even at low field strengths, the charge carriers can
be accelerated to 80% of the Fermi velocity. Furthermore, the flexibility of the advocated method allows for
the seamless integration into existing computational electromagnetics frameworks and the possible extension to
higher-order schemes.

Keywords: Maxwell-Dirac equations, finite-difference time-domain, multiphysics, numerical solver, conservative
methods, numerical stability, ZrTe5 waveguide

1. Introduction

As the downscaling of transistors is reaching the physical limit and Moore’s law might be coming to an
end, novel research paths are being explored to circumvent the spurious quantum effects that appear at the
atomic level [1]. One such path involves the on-chip integration of performance-enhancing materials, such as
Dirac materials [2]. In this class of materials electrons are governed by Dirac-like Hamiltonians, allowing for
carrier transport at increased velocities compared to conventional semiconductors. This makes them a promising
option for the design of faster computational building blocks compared to silicon-on-insulator (SOI) transistors.
Examples of Dirac materials include graphene [3], topological insulators [4], and Weyl/Dirac semimetals [5].
Since their recent discovery, three-dimensional (3D) Dirac materials have been integrated into state-of-the-art
nanoelectronic devices [6–10], sometimes referred to as “Dirac devices”. The extra dimension, compared to two-
dimensional (2D) graphene, allows for the construction of more complex structures and enables the inclusion of
3D spin effects [11]. However, the cost-effective design of these novel devices requires modelling techniques that
incorporate the electromagnetic (EM), quantum mechanical (QM), and relativistic effects of the high-mobility
charge carriers in Dirac materials.

Although numerical methods for solving the time-dependent Dirac equation in three spatial dimensions are
prevalent in literature [12–17], only a few schemes for the fully coupled (3+1)D Maxwell-Dirac system have been
published [18–22]. To solve the EM part, these methods discretise the well-known wave equations for the EM
potentials, while implicitly adopting the Lorenz gauge. Because of this choice, however, the gauge condition
is in general not satisfied. Furthermore, since the EM potentials a and ϕ are solved for in these works, the
implementation of well-established and state-of-the-art numerical techniques, known from computational electro-
magnetism (CEM) (e.g. [23–26]), of perfectly matched layers (PMLs) [23], and of dielectric materials [27] becomes
extremely tedious, as these require the computation of the EM fields e and h rather than the EM potentials.
Moreover, the spatial discretisation of the Dirac spinor in [18–22] is performed on a regular grid. This inevitably
leads to the fermion doubling problem [28, 29]. Hence, there is still a need for improved schemes that alleviate
these shortcomings, and that are easily integrated with existing CEM methods.
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Therefore, we propose a novel scheme to self-consistently solve the coupled (3+1)D Maxwell-Dirac equations.
It improves upon the scheme presented in [16] for the Dirac equation, which reduces the fermion doubling problem,
and combines it with the finite-difference time-domain (FDTD) method [23] for Maxwell’s curl equations, making
it compatible with existing EM solvers. The EM and QM parts are coupled by introducing minimal coupling.
We calculate the EM potentials in the Lorenz gauge, which is hence exactly satisfied, and also propose a new
discretisation of the quantum current density. Furthermore, meaningful numerical examples illustrate the second-
order accuracy, the conservation properties, the applicability of the advocated technique, and its compatibility
with legacy (commercial) EM simulation tools.

In Section 2, the pertinent equations are presented, their discretisation is performed, and the coupling between
EM and QM is detailed. The stability of both the individual parts and the proposed fully coupled scheme is
discussed. Section 3 presents two examples that validate the scheme in terms of accuracy and correspondence
with previous results from literature. Next, in Section 4, a Dirac particle in InAs that is coupled to an EM cavity
is simulated, demonstrating the conservative properties of our method. The Dirac equation is then modified to
describe charge carriers in the 3D Dirac material ZrTe5 and a model of an EM plane wave incident on a ZrTe5
waveguide is modelled. Finally, the paper is concluded in Section 5 and an outline for further research is provided.

2. FDTD formulation of the Maxwell-Dirac system

2.1. Maxwell’s equations

The electric field e and the magnetic field h are governed by Maxwell’s equations. The curl equations are
discretised according to the FDTD method [23] resulting in

∂̂tẽ
n+ 1

2
m =

1

ϵ0
∇̂ × ĥnm+ 1

2
− 1

ϵ0
ȷ̃nm, (1a)

∂̂tĥ
n+1
m+ 1

2

= − 1

µ0
∇̃ × ẽ

n+ 1
2

m , (1b)

where the discrete calculus notation from [30] was employed. A brief explanation of this notation is provided
in Appendix A. In (1), µ0 and ϵ0 are the vacuum permeability and permittivity, respectively, and ȷ̃ is the
discrete current density. To indicate the spatial location of the discrete vectors, the shorthand m = (i, j, k) and
m+ 1/2 = (i+ 1/2, j + 1/2, k + 1/2) are introduced, where the integers i, j and k denote the indices of the grid
points in the three spatial dimensions. The index n corresponds to the time step. The discrete electric field
ẽ is therefore a so-called fore-vector defined on half-integer time steps, while the discrete magnetic field ĥ is a
back -vector at integer time steps. Fig. 1(a) displays their position on a unit cell, also referred to as the “Yee cell”.

It is well-known that this method is stable for time steps ∆t that obey

CN = c∆t

√
1

∆2
x

+
1

∆2
y

+
1

∆2
z

≤ 1, (2)

where ∆l, l = x, y, z, are the grid steps in each of the three spatial dimensions. This inequality is commonly
referred to as the Courant-Friedrichs-Lewy (CFL) condition [23], with CN the Courant number.

The EM potentials a and ϕ are defined in the conventional way:

e = −∇ϕ− ∂a

∂t
, (3a)

h =
1

µ0
∇× a, (3b)

and the gauge is fixed by enforcing the relativistically invariant Lorenz gauge

∇ · a+
1

c2
∂ϕ

∂t
= 0. (4)

To retain second-order accuracy, we propose to discretise the magnetic vector potential a as a fore-vector at integer
spatial and integer temporal steps, while the discrete electric potential ϕ takes on values at integer spatial grid
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Figure 1: The spatial grid points on which the discretised (a) EM and (b) Dirac quantities are defined. These unit cells constitute the
basic building blocks to construct the entire grid. In (a), the electric quantities e and ϕ are evaluated on half-integer time steps, and
the magnetic variables h and a are calculated at integer time steps. In (b), the A and B components are discretised at half-integer
time steps, while the C and D components are discretised at integer time steps.

points and half-integer time steps. Their position on the grid is also visualised in Fig. 1(a). This stencil leads to
the following discretisation of equation (3a) and (4), respectively:

∂̂tã
n+1
m = −∇̃ϕn+

1
2

m − ẽ
n+ 1

2
m , (5a)

∂̂tϕ
n+ 1

2
m = −c2 ∇̂ · ãnm. (5b)

Note that these equations can be interpreted as an update scheme for the EM potentials with the electric field
acting as a source term.

2.2. Dirac equation

The minimally coupled Dirac equation, in Hartree atomic units, is given by

ı
∂

∂t
ψ = cα · (−ı∇− qa)ψ + (qϕ+ V )ψ +mc2βψ, (6)

where the complex four-component Dirac spinor

ψ(r, t) =


A(r, t)
B(r, t)
C(r, t)
D(r, t)


is a function of position r and time t. The constants ı, c, m, and q denote the complex unit, the speed of light,
the particle mass, and the particle charge, respectively. The external potential V is only a function of the position
in this paper. The 4×4 α- and β-matrices are defined as follows:

α = αxux + αyuy + αzuz,

αl =

(
0 σl
σl 0

)
, l = x, y, z,

β =

(
12 0
0 −12

)
,

with ul, l = x, y, z, the unit basis vectors, 1n the n×n identity matrix, and σl the Pauli matrices,

σx =

(
0 1
1 0

)
, σy =

(
0 −ı
ı 0

)
, σz =

(
1 0
0 −1

)
.
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2.2.1. Discretisation

As a starting point, the discretisation of the Dirac spinor is performed in accordance with the numerical scheme
presented in [16]. The corresponding stencil is summarised as follows:

A(r, t) on A
n− 1

2

i,j,k
and A

n− 1
2

i+ 1
2 ,j+

1
2 ,k
,

B(r, t) on B
n− 1

2

i+ 1
2 ,j,k+

1
2

and B
n− 1

2

i,j+ 1
2 ,k+

1
2

,

C(r, t) on C
n

i,j,k+ 1
2

and C
n

i+ 1
2 ,j+

1
2 ,k+

1
2

,

D(r, t) on D
n

i+ 1
2 ,j,k

and D
n

i,j+ 1
2 ,k
.

A visual representation of this discretisation is depicted in Fig. 1(b). The components of the spinor are defined
on a space-time grid in a staggered way, such that the resulting discrete Dirac equation is second-order accurate
in space and time. Furthermore, as predicted by fermion lattice theory [28, 29], the staggering decreases the
amount of unknowns to solve for, leading to a higher computational efficiency, and reduces the amount of fermion
doubling.

This scheme was constructed to solve the Dirac equation by itself, but the coupling with Maxwell’s equations
is required for the complete modelling of nanoelectronic devices. In [16], the vector potential is already introduced
in the scheme by applying the Peierls substitution [31]. However, this approach entails an approximation and
also requires the calculation of computationally intensive line integrals. This section proposes an alternative and
generally valid method that makes use of minimal coupling [32] in an efficient way, leading to a new update scheme
for the Dirac equation under the influence of an EM field. The coupling introduces the extra terms −qcα · aψ
and qϕψ in (6), which are discretised as follows: First, the discretised EM potentials ã and ϕ from (5) are
interpolated to the correct grid points in (3+1)D spacetime. Then, for the magnetic vector potential term, the
spinor components are interpolated along the corresponding component of the vector potential a. This method
ensures second-order accuracy as only central differences are used. The result is the following coupled system of
discrete update equations:

∂̂tA
n+ 1

2

i,j,k
= −ıc

[
D̂x|ni,j,kD

n

i+ 1
2 ,j,k

− ıD̂y|ni,j,kD
n

i,j+ 1
2 ,k

+ D̂z|ni,j,kC
n

i,j,k+ 1
2

]
− ı

(
mc2 + qϕ

n

i,j,k
+ V

n

i,j,k

)
M̃tA

n− 1
2

i,j,k
, (7a)

∂̂tB
n+ 1

2

i+ 1
2 ,j,k+

1
2

= −ıc
[
D̂x|ni+ 1

2 ,j,k+
1
2

C
n

i+1,j,k+ 1
2

+ ıD̂y|ni+ 1
2 ,j,k+

1
2

C
n

i+ 1
2 ,j+

1
2 ,k+

1
2

− D̂z|ni+ 1
2 ,j,k+

1
2

D
n

i+ 1
2 ,j,k+1

]
− ı

(
mc2 + qϕ

n

i+ 1
2 ,j,k+

1
2

+ V
n

i+ 1
2 ,j,k+

1
2

)
M̃tB

n− 1
2

i+ 1
2 ,j,k+

1
2

, (7b)

∂̂tC
n+1

i,j,k+ 1
2

= −ıc
[
D̂x|n+

1
2

i,j,k+ 1
2

B
n+ 1

2

i+ 1
2 ,j,k+

1
2

− ıD̂y|n+
1
2

i,j,k+ 1
2

B
n+ 1

2

i,j+ 1
2 ,k+

1
2

+ D̂z|n+
1
2

i,j,k+ 1
2

A
n+ 1

2

i,j,k+1

]
− ı

(
−mc2 + qϕ

n+ 1
2

i,j,k+ 1
2

+ V
n+ 1

2

i,j,k+ 1
2

)
M̃tC

n

i,j,k+ 1
2

, (7c)

∂̂tD
n+1

i+ 1
2 ,j,k

= −ıc
[
D̂x|n+

1
2

i+ 1
2 ,j,k

A
n+ 1

2

i+1,j,k
+ ıD̂y|n+

1
2

i+ 1
2 ,j,k

A
n+ 1

2

i+ 1
2 ,j+

1
2 ,k

− D̂z|n+
1
2

i+ 1
2 ,j,k

B
n+ 1

2

i+ 1
2 ,j,k+

1
2

]
− ı

(
−mc2 + qϕ

n+ 1
2

i+ 1
2 ,j,k

+ V
n+ 1

2

i+ 1
2 ,j,k

)
M̃tD

n

i+ 1
2 ,j,k

, (7d)

where the discrete analogue of the gauge covariant derivative D is defined as

Dl|ni,j,k = ∂l − ıqal|ni,j,kMl, for l = x, y, z,

andMµ, µ = t, x, y, z, represents the averaging operator in each of the four space-time directions. Again, a hat and
a tilde indicate backward and forward operators, respectively. The remaining discrete components are determined
analogously. The Dirac spinor is then updated by leveraging these eight equations in a leapfrog manner, i.e.,
first, A and B are advanced to time step n+ 1/2, next, C and D to n+ 1.
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2.2.2. Stability

A von Neumann stability analysis is performed to derive the dispersion relation and the stability condition.
To this end, plane wave solutions of the form

ψ(r, t) =


A(p, E)
B(p, E)
C(p, E)
D(p, E)

 eı(p·r−Et),

with constant momentum p and energy E, are discretised on the stencil and inserted into the update equations (7).
This results in a 4×4 matrix system with unknowns A, B, C, and D:

Ts− (M+ V)c 0 −Pz −Px + ıPy
0 Ts− (M+ V)c −Px − ıPy Pz

−Pz −Px + ıPy Ts− (−M+ V)c 0
−Px − ıPy Pz 0 Ts− (−M+ V)c



A(p, E)
B(p, E)
C(p, E)
D(p, E)

 = 0,

in which we employed the shorthand notation

s= sin

(
E∆t

2

)
, c= cos

(
E∆t

2

)
,

T=
2

∆t
, V= qϕ+ V, M= mc2,

Pl = c
2

∆l
sin

(
pl∆l

2

)
− qcal cos

(
pl∆l

2

)
, l = x, y, z.

This linear system only yields solutions if the matrix determinant is equal to zero. Enforcing this leads—after
some simplifications—to the discrete dispersion relation of the minimally coupled Dirac equation:[

2

∆t
sin

(
E∆t

2

)
− (qϕ+ V ) cos

(
E∆t

2

)]2
=

c2
∑

l=x,y,z

[
2

∆l
sin

(
pl∆l

2

)
− qal cos

(
pl∆l

2

)]2
+
(
mc2

)2
cos2

(
E∆t

2

)
, (8)

where we assumed for simplicity that a, ϕ and V are constant in space and time. It is easily checked that in the
continuum limit, i.e., ∆µ → 0, this equation converges to the dispersion relation of a relativistic particle in an
electromagnetic field:

E± = (qϕ+ V )±
√

(mc2)
2
+ (p− qa)

2
c2.

Combining the terms containing E in (8) into a single sine function and rearranging, gives

sin2 (E) =
2P2 +

√
(T2 + V2 −M2)

2
+ 4T2M2 −

(
T2 + V2 −M2

)
2

√
(T2 + V2 −M2)

2
+ 4T2M2

. (9)

with

E=
E∆t

2
− 1

2
arctan2

(
2TV,T2 − V2 +M2

)
,

P2 = P2
x +P2

y +P2
z .

Since the energy E, and thus also E, is a real number, the right hand side of (9) should be between 0 and 1,
yielding

T2 ≥ P2
(
P2 +M2 − V2

)
P2 +M2

.
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Figure 2: The proposed numerical scheme for the fully coupled Maxwell-Dirac system. The line splits where the order of the updates
does not matter. As such, these updates can be easily parallelised.

This translates into the restriction on the time step given by

∆t ≤ 2

√√√√√√√√
c2

3∑
l=1

(
4
∆2

l
+ q2a2l

)
+ (mc2)

2

c2
3∑
l=1

(
4
∆2

l
+ q2a2l

)[
c2

3∑
l=1

(
4
∆2

l
+ q2a2l

)
+ (mc2)2 − (qϕ+ V )

2

] , (10)

where the maximum value of P2 was inserted to guarantee stability. When the potentials vanish, it is readily
verified that the stability condition (10) for the advocated minimally coupled Dirac scheme coincides with the
condition found in [16], which is exactly the CFL condition (2).

2.3. Fully coupled Maxwell-Dirac system

The forward coupling from Maxwell to Dirac was discussed in the previous section. For the backward coupling,
the quantum current density jq is defined as

jq = qcψ†αψ. (11)

The spinor components are then interpolated in space and time to determine its discrete counterpart: the fore-
vector ȷ̃q|nm. This quantity is introduced as an electromagnetic current source in (1a). A self-consistent FDTD
scheme of the fully coupled system is now formed by combining (1), (5), (7), and (11). This novel method is
schematically depicted in Fig. 2. Note again that the incorporation of (5b) into the scheme ensures that the
Lorenz gauge is exactly satisfied on the discrete level, and that an overall second-order accuracy is obtained.
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Figure 3: The root-mean-square error (RMSE) of all pertinent quantities exhibits second-order convergence as a function of the
space-time grid step ∆.

Due to the non-linear nature of the coupling, a similar stability analysis of the Maxwell-Dirac scheme becomes
intractable. However, through numerous simulation runs it was established that if both stability conditions, (2)
and (10), are satisfied, the solution remains bounded. This conclusion is further corroborated by the simulations
performed in the next sections.

3. Numerical validation of the method

We now discuss numerical results that validate the advocated method and demonstrate its merits. In the
following simulations, the overall time step is chosen no higher than the minimum of (2) and (10).

3.1. Second-order accuracy

In all aforementioned update equations, the operators are approximated solely by second-order accurate dif-
ferences and averages. Since both backward and forward coupling preserve this property, the novel fully coupled
scheme is second-order accurate in space and time. This property is demonstrated by performing a range of
simulations while varying the space and time steps. First, a reference simulation that consists of a free particle
with mass m = 0.023 and charge q = −1 on a uniform space-time grid with dimensions 120×120×120, in atomic
units, and spatial step sizes ∆x = ∆y = ∆z = ∆ = 0.6 is run. The time step is determined from (2) for a CN
of 0.2. The first spinor component is initialised as

A(x, y, z, 0) = exp

(
−x

2 + y2 + z2

4σ2

)
,

with σ = 6.594. To ensure that the simulation is correctly initialised at t = 0, the first update of the quantities
defined on half-integer time steps is modified to a first-order upwind step. This is achieved by simply replac-
ing the central time differences by forward differences from n = 0 to n = 1/2, yielding a so-called “locally”
second-order accurate scheme [33]. All other unknowns, as well as the external potential V , are initially set to
zero. The simulation domain is terminated with homogeneous Dirichlet boundary conditions. After a simulation
time of tmax = 3.03, the program is halted. Next, this procedure is repeated for higher values of ∆, while keep-
ing CN and tmax constant. For every simulation the root-mean-square error (RMSE) with respect to the reference
simulation is calculated using

RMSEn
∗

ψ =

√√√√√ ∑
grid points

[(
An∗ −An

∗
ref

)2

+
(
Bn∗ −Bn

∗
ref

)2

+
(
Cn∗ − Cn

∗
ref

)2

+
(
Dn∗ −Dn∗

ref

)2
]

(Nx + 1)(Ny + 1)(Nz + 1)
,

in which n∗ is the final time index. The reference solution is interpolated to match the grid points of the current
simulation and the A and B components are interpolated in time. Analogous RMSE expressions are employed for
the electric field, the magnetic field, and the EM potentials. The resulting relations between the RMSEs and the
grid step size ∆ are displayed in Fig. 3. It is observed that the presented scheme for the Maxwell-Dirac equations
is indeed second-order accurate in both space and time, regardless of the first upwind step.
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Figure 4: Norms of the four spinor components as a function of time for two cases (see Table 1). The results from [18] are displayed
as solid black lines.

3.2. Comparison to an existing Maxwell-Dirac solver

To demonstrate the validity of our method, we replicate the results of a Maxwell-Dirac solver found in liter-
ature [18], where the influence of an initial EM field on a charged particle is investigated. The system describes
an electron, i.e., m = 1 and q = −1, in a cubic simulation domain with a side length of 0.0107, which is divided
into 128 cells in each direction, and CN = 0.0277 in the absence of an external potential (V = 0). The initial
Dirac spinor is given by

ψ(r, 0) = ψ0e
− 1

2 (γ1x
2+γ2y

2+γ3z
2)


eıc1x

eıc2x

eıc3x

eıc4x

 , (12)

in which ψ0 = 3.47× 104. The remaining parameter values are displayed in Table 1 for two cases. The initial time
derivative of the magnetic potential in atomic units reads

∂a

∂t
(r, 0) = −E0e

−κ(x2+y2+z2)(ux + uy + uz),

with E0 = −2.81 × 107 and κ = 8.95 × 106. This is translated into an initial condition for the electric field by
recalling its relation to the EM potentials (3a), which results in

e(r, 0) = −∇ϕ(r, 0)− ∂a

∂t
(r, 0)

= E0e
−κ(x2+y2+z2)(ux + uy + uz),

since the electric potential is initially equal to zero. Additionally, the magnetic vector potential and the magnetic
field at t = 0 are set to zero. These initial conditions are then evaluated on the corresponding grid points and
inserted into the coupled scheme. During each iteration the A- and B-components are interpolated in time, after
which the norms of the four spinor components are calculated. Fig. 4 displays the norms of these four components
for both cases, as well as the reference curves from [18]. A relative error of less than 0.1% is measured for case 1
and less than 1% for case 2. The slight deviations are caused by three main factors. First, method [18] solves the

Table 1: Parameter values adopted for the initial Dirac spinor in (12).

γ1 γ2 γ3 c1 c2 c3 c4

Case 1 4.47× 106 6.71× 106 8.95× 106 −1.50× 103 −1.50× 103 −1.50× 103 −1.50× 103

Case 2 4.47× 106 8.95× 106 17.9× 106 12.0× 103 5.98× 103 −5.98× 103 1.50× 103
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Figure 5: Schematic representation of a Dirac particle in an EM cavity, which is terminated by PECs. The current source sheet,
shown in blue, excites the TE101 mode of the cavity. The corresponding profile of the electric field is depicted in green.

Dirac equation coupled to the wave equations for the EM potentials without taking the Lorenz gauge into account,
while the advocated scheme solves the EM field equations alongside the gauge condition. Second, the scheme in [18]
discretises the pertinent equations by combining spectral decomposition and the time-splitting procedure. The
former method consists of expanding the spatial part of the unknowns into a Fourier series and solving the phase
space equations, while the latter splits the time evolution operator into three parts in a second-order accurate
way. This method is thus very different from our real-space FDTD approach. Third, the discretisation scheme
from [16] defines the unknowns on a staggered grid, contrary to the collocated technique in [18]. The spurious
solutions of the resulting discrete dispersion relation therefore introduce additional errors in their method.

4. Application examples

In this section, two practical examples of Maxwell-Dirac systems are presented. The first one deals with the
modelling of a Dirac particle coupled to an EM cavity, showcasing the advocated scheme’s conservation properties.
In the second example, a waveguide consisting of the 3D Dirac material ZeTr5 is simulated. It is shown that the
charge carriers in this waveguide can indeed reach the Fermi velocity under the influence of EM fields, as such
demonstrating the appositeness of the proposed method.

4.1. Simulation of a Dirac particle in an InAs quantum dot coupled to an EM cavity

In a closed system the Maxwell-Dirac equations have inherent symmetries, each leading to a conservation law as
stated by Noether’s theorem [34]. The most prominent examples are conservation of probability and conservation
of energy. Consequently, an accurate scheme should be able to produce constant values for these quantities as a
function of time, for closed systems. In this section, we present a modelling example which demonstrates that our
method is capable of simulating this physical behaviour.

Similar to the approach in [35], we model an electron in an InAs quantum dot as a Dirac particle withm = 0.023
and q = −1 in the ground state of a harmonic oscillator (HO) electrostatic potential,

V (r) =
1

2
mω2

HOr
2,

where ωHO = 57, and with its spin oriented along the positive z-axis. This state was calculated via the solution
method introduced in [36] by exploiting the rotational symmetry of the applied potential. Furthermore, the ground
state energy of the Dirac particle was found to be ED,0 = 521.065. This particle is then placed inside a cubic
EM cavity with dimensions Lx = Ly = Lz = 11.202, divided into 150 cells in each direction, which is surrounded
by perfect electric conductors (PECs). This material is modelled by enforcing the tangential electric field, as well
as the normal magnetic field, to vanish on the simulation boundary. The EM fields and potentials are initially
set to zero and the cavity is then excited by an external current source sheet placed at a small distance from the
boundary, as depicted in Fig. 5. It has a Gaussian-modulated sinusoidal time profile, defined as
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Figure 6: (a) The source profile, (b) the norm, and (c) the energy of a Dirac particle coupled to an EM cavity as a function of time.
Both the norm and the total energy are conserved before and after the source has supplied energy to the system.

jex(t) = jy,0 sin[ωEM(t− t0)] exp

[
−
(
t− t0
tw

)2
]
uy,

with jy,0 = 200, t0 = 1.2, and tw = 0.31831, as illustrated in Fig. 6(a). The EM oscillation frequency ωEM is
tuned to the excitation energy of the Dirac particle, i.e.,

ωEM = ∆ED,ex = ED,1 − ED,0 = 54.351, (13)

where the first excitation energy ED,1 = 575.416 was also determined by employing the strategy in [36]. Note
that the value in (13) slightly differs from ωHO, which is the excitation energy of a Schrödinger particle in a HO,
due to the relativistic treatment of the system. The dimensions of the cavity are chosen such that the source also
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field is recorded.

excites the first transversal electric eigenmode in the y-direction (TE101), with its eigenfrequency given by [37]

ωTE101
= c

√(
π

Lx

)2

+

(
π

Lz

)2

= 54.351.

The profile of the electric field corresponding to this mode is displayed in green in Fig. 5. With this careful
construction of the setup, the EM cavity is strongly coupled to the Dirac particle and energy transfer between the
EM and QM parts is maximised.

To show the conservation of probability, the total norm N , given by

N =

∫
Vsim

ψ†ψ dr,

where Vsim represents the simulation space, is calculated by means of numerical integration using the trapezoidal
rule [38]. To this end, the spinor components are interpolated in space and time so that they are defined on the
same space-time points. Likewise, the numerical energies of the Dirac particle and the EM field are found by
discretising their respective analytical expressions [32, 37]:

ED =

∫
Vsim

ψ†
(
ı
∂

∂t
− qϕ

)
ψ dr,

EEM =

∫
Vsim

1

2

(
ϵ0e

2 + µ0h
2
)
dr.

Due to time translation symmetry in the absence of sources, the total energy of the system,

Etot = ED + EEM,

should then be conserved.
The Courant number is set to 0.1 and the simulation is run for 150 000 iterations, yielding the results displayed

in Fig. 6. Fig. 6(b) shows the total norm as a function of time. A deviation on the order of 10−6 is observed,
meaning that it is indeed conserved. The energies of the Dirac particle and the EM field, as well as the total
energy, are presented in Fig. 6(c). As can be seen, during the first iterations the total energy is conserved since
no currents are present. When the source is active, the EM field rapidly gains energy and, after the current has
petered out, energy is still transferred between the EM field and the Dirac particle at a slower pace, while the
total energy again remains constant. Relative fluctuations on the order of 10−4 are observed.

These results demonstrate that even when a considerable amount of energy is exchanged, our proposed method
conserves the total norm and energy with deviations of at most 0.01%.

4.2. Modelling of charge carriers in a ZrTe5 waveguide

The 3D Dirac material ZrTe5 is modelled around the Γ-point, where a linear dispersion relation was measured
with a small mass gap [39] such that the charge carriers inside this transition metal are governed by an anisotropic
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Figure 8: (a) The potential profile of the ZrTe5 waveguide in the x-direction and (b) the waveform of the EM source as a function of
time.

Dirac Hamiltonian [40]. Consequently, the Dirac equation (6) requires some modification, as detailed in Appendix
B. The speed of light is replaced by the anisotropic Fermi velocity νl in each spatial direction, l = x, y, z. and the
rest energy becomes half of the band gap Eg/2. Furthermore, the dielectric constant of ZrTe5 is set to 25.3 [40],
meaning that ϵ0 and c = 1/

√
µ0ϵ0 are scaled accordingly.

We now take advantage of the elevated carrier mobility in ZrTe5 by constructing a 3D waveguide, intended
to serve as a new type of conductive channel in a transistor. Since the Fermi velocity in the z-direction is much
higher (≈ 3.49×105 m/s in SI units) than along the transversal directions, the material is aligned along this z-axis.
As displayed in Fig. 7, an electron inside a waveguide with dimensions 20 000× 8000× 40 000, in atomic units, is
modelled. It is contained in the x- and y-directions by an electrostatic potential, given by

V (x, y, z) = V0

[
1− exp

(
−x

2 + y2

r20

)]
,

with V0 = 5 × 10−6 and r0 = 4000, while being free to move in the z-direction. The potential profile is shown
in Fig. 8(a). The ground state of the first transversal mode was again calculated as in [36], and the electron is
represented as a free wave packet along the z-axis, with its spin oriented towards the positive z-direction. The
waveguide is excited by a z-polarised EM plane wave propagating in the x-direction. The linear polarisation of the
electric field causes the particle to accelerate along its free axis. The waveform of the corresponding ez-component
is a ramped-up sine wave, defined as

ez(t) =

{
E0 sin(ωt) exp

{
−
[
4ω(t− 2π

ω )
]2}

, t < 2π
ω ,

E0 sin(ωt), t ≥ 2π
ω ,

with E0 = 2× 10−8 and ω = 3.14× 10−5, and is depicted in Fig. 8(b). The plane wave is implemented as a total-
field scattered-field (TFSF) source [23] and the simulation domain of the EM part is terminated with perfectly
matched layers (PMLs) to avoid reflections from the boundaries. Dirichlet boundary conditions are used for the
Dirac part.

Owing to the introduction of the Fermi velocities in the Dirac equation, the stability condition (2) of the
FDTD method now constitutes the strictest limit on the time step and we choose CN = 1. A total time
of 848 000, or 20.5 ps, is simulated, while recording the average position of the electron as well as the electric
field at (0, 0, 16 800), i.e., inside the scattered field (SF) region. These quantities are plotted in Fig. 9. The inertia
of the particle leads to a delay of about 100 000 time units until it start moving, as seen in Fig. 9(a). Our model
correctly predicts that the motion is opposite to that of the electric field, since the electron is negatively charged.
Figure 9(b) shows that the charged particle creates its own EM field once it starts moving. This field is about 10
times smaller than the applied field and is predominantly polarised along the z-axis, which can be explained by
making an analogy between the oscillating charged particle and a Hertzian dipole’s near-field characteristics. By
calculating the time derivative of the average position, the velocity is found to reach 80% of the Fermi velocity νz.
This is remarkable because the maximum electric field strength (≈ 0.01 kV/nm) is small compared to typical
values in modern nanoelectronics [41]. It can thus be concluded that the charge carriers in ZrTe5 are indeed
easily accelerated to the Fermi velocity, corroborating the importance of Dirac materials for inclusion in novel
nanodevices.
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Figure 9: (a) Average z-position of the electron in the ZrTe5 waveguide and (b) generated electric field at (0, 0, 16 800) as a function
of time.

To finish this section, the CPU time of the simulations from Section 3 and those from this section are listed in
Table 2. The calculations were performed on 48 Intel(R) Xeon(R) Gold 6136 CPU processors with a base clock
rate of 3.00GHz. The code was implemented in the C programming language and parallelised with the OpenMP
API to fully optimise the run times.

Table 2: CPU times of the simulations performed in this paper.

Simulation Section CPU time [s]

Accuracy (Reference) 3.1 1263

Comparison 3.2 723

Cavity 4.1 190 927

Waveguide 4.2 18 828

5. Conclusion

A novel method to solve the fully coupled Maxwell-Dirac equations is devised, targeting the accurate, multi-
physics modelling of Dirac materials for integration into nanoelectronic devices. It combines the well-known FDTD
method for Maxwell’s equations and a real-space time-domain scheme for the Dirac equation through, on the one
hand, minimal coupling and, on the other hand, introduction of the quantum current density in Ampère’s law. To
this end, a new discretisation of both the minimally-coupled Dirac equation and the quantum current density is
performed, and the stability condition of the former is derived. The resulting expression properly coincides with
the Courant-Friedrichs-Lewy condition when the EM fields are zero.

The scheme is carefully constructed, such that the second-order accuracy of the individual methods is preserved.
Plotting the error with respect to a reference simulation showed a quadratic convergence rate, confirming the
second-order accuracy of our solver. Two numerical examples from literature are then replicated and errors on
the order of only 0.1% and 1% are found, which validates the novel scheme.

Next, we consider a closed system consisting of a Dirac particle in an EM cavity, which enables the analysis
of conservation of norm and energy. We find that our method conserves these quantities with maximal deviations
on the order of 0.01%. Furthermore, the Lorenz gauge is exactly satisfied on a discrete level, in contrast to the
solvers presented in previous works where the gauge is dependent on the initial conditions. This inevitably leads
to unphysical results and renders the simulation of Dirac devices impossible.

Moreover, the proposed solver solves for the electric and magnetic fields, instead of solely the potentials, allow-
ing for a seamless integration into existing EM-FDTD frameworks and, conversely, facilitating the implementation
of methods known from CEM into our code. We show this by means of a final practical application example of
a ZrTe5 waveguide. The TFSF technique is implemented to simulate EM plane waves impinging on particles in
this waveguide, and the domain is terminated with PMLs. Since TFSF and PMLs are well-established concepts
from CEM and the proposed scheme directly utilises the FDTD technique, no extra derivations were needed.
In contrast, as 3D Dirac materials, like ZrTe5, often exhibit anisotropic properties, the modelling becomes more
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intricate but it is shown that this can be handled by our versatile approach. The results show that the electrons in
this waveguide are easily accelerated to high velocities, i.e., around 80% of the Fermi velocity, or 2.79× 105 m/s.
Therefore, 3D Dirac materials are attracting more and more attention as alternatives or extensions to conventional
semiconductor-based devices.

Further research can now be conducted to extend the modelling possibilities for these emerging Dirac devices.
For example, it is possible to include dielectric materials, like SiO2, which are prevalent in nanoelectronics. Also,
to further improve the modelling of real-life devices, contacts can be investigated and implemented as potential
barriers, for instance. Furthermore, to increase the simulation dimensions to that of full-sized devices, higher-order
schemes can be implemented by replacing the discrete operators introduced in Section 2.2.1 by higher-order finite
differences. As such, the need for dense grids is alleviated, which will result in the multiphysics characterisation
of full Dirac nanodevices, envisioning diodes, transistors, spintronic and valleytronic devices, etc. These research
paths are open for further exploration.
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Appendix A. Discrete calculus notation

In this appendix, an overview of the definitions introduced in [30] is given. The following expressions all tend
to their analytical equivalent as ∆µ → 0, µ = t, x, y, z.

Discrete derivative

The forward discrete derivative is denoted with a tilde and is defined as

∂̃xfi =
fi+1 − fi

∆x
.

The resulting expression is will be evaluated at x = (i+ 1/2)∆x. The backward equivalent is labelled with a hat,
as follows

∂̂xfi =
fi − fi−1

∆x
,

and is used at on x = (i− 1/2)∆x. Since both these discrete derivatives only appear in a context where they are
evaluated at x = (i± 1/2)∆x, they are of order O(∆2

x). The discrete derivatives in the y-, z- and t-dimensions are
completely analogous.

Discrete vector fields

Two types of discrete vector fields are presented. The first type consists of fore-vectors at discrete points (i, j, k)
and is written as

F̃
n

i,j,k
= Fx|ni+ 1

2 ,j,k
ux + Fy|ni,j+ 1

2 ,k
uy + Fz|ni,j,k+ 1

2

uz,

with unit vectors ul, l = x, y, z, in the three spatial dimensions. Here, the time index n is also displayed to ensure
that the notation is consistent with the main content of this paper. The second type of vector field is described
by back-vectors, i.e.,

F̂
n

i,j,k
= Fx|ni− 1

2 ,j,k
ux + Fy|ni,j− 1

2 ,k
uy + Fz|ni,j,k− 1

2

uz.

Similar to the discrete derivatives, a tilde represents a forward movement in space, while a hat signifies a backward
step. To improve readability, a vertical line is inserted before the indices of discrete vector components.

Discrete gradient

The discrete counterparts of the gradient are expressed as

∇̃fn
i,j,k

= ∂̃xf
n

i,j,k
ux + ∂̃yf

n

i,j,k
uy + ∂̃zf

n

i,j,k
uz

∇̂fn
i,j,k

= ∂̂xf
n

i,j,k
ux + ∂̂yf

n

i,j,k
uy + ∂̂zf

n

i,j,k
uz

for a discretised scalar function f . The result of the forward gradient is a fore-vector and that of the backward
variant a back-vector.
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Discrete divergence

The discrete divergence of a fore-vector field is defined as follows

∇̂ · F̃ n

i,j,k
= ∂̂xFx|ni+ 1

2 ,j,k
+ ∂̂yFy|ni,j+ 1

2 ,k
+ ∂̂zFz|ni,j,k+ 1

2

,

while the divergence of a back-vector field is given by

∇̃ · F̂ n

i,j,k
= ∂̃xFx|ni− 1

2 ,j,k
+ ∂̃yFy|ni,j− 1

2 ,k
+ ∂̃zFz|ni,j,k− 1

2

.

The alternation between tildes and hats leads to an accuracy of O(∆2
l ), l = x, y, z, at the point (i, j, k).

Discrete curl

The forward curl is approximated as

∇̃ × F̃
n

i,j,k
=

[
∂̃yFz|ni,j,k+ 1

2

− ∂̃zFy|ni,j+ 1
2 ,k

]
ux

+
[
∂̃zFx|ni+ 1

2 ,j,k
− ∂̃xFz|ni,j,k+ 1

2

]
uy

+
[
∂̃xFy|ni,j+ 1

2 ,k
− ∂̃yFx|ni+ 1

2 ,j,k

]
uz,

which results in a back-vector associated with the point (i+ 1/2, j + 1/2, k + 1/2). Equivalently, the backward
curl is given by

∇̂ × F̂
n

i,j,k
=

[
∂̂yFz|ni,j,k− 1

2

− ∂̂zFy|ni,j− 1
2 ,k

]
ux

+
[
∂̂zFx|ni− 1

2 ,j,k
− ∂̂xFz|ni,j,k− 1

2

]
uy

+
[
∂̂xFy|ni,j− 1

2 ,k
− ∂̂yFx|ni− 1

2 ,j,k

]
uz

and translates to a fore-vector defined on (i− 1/2, j − 1/2,
k − 1/2). These expressions are also of order O(∆2

l ).

Appendix B. Anisotropic Dirac equation to model ZrTe5

In [40], the Hamiltonian for ZrTe5 around the Γ-point is modelled in momentum space as follows:

HZrTe5(p) =
Eg
2
(σz ⊗ 12) + νxpx(σx ⊗ σz) + νypy(σx ⊗ σx) + νzpz(σy ⊗ 12),

with the energy gap denoted as Eg = 7.35 × 10−4 and the Fermi velocities as νx = 0.0532, νy = 0.00701, and
νz = 0.159, all given in atomic units. The main axes, a, b, and c, of the material are chosen to coincide with the
spatial coordinate axes x, y, and z, respectively. To achieve this, the unitary transformation matrix

U =
1√
2


−1 ı 0 0
ı −1 0 0
0 0 ı 1
0 0 −1 −ı


is applied to the Hamiltonian, yielding the anisotropic Dirac Hamiltonian

Hmodel(p) = UHZrTe5(p)U
† =


Eg/2 0 νzpz νxpx − ıνypy
0 Eg/2 νxpx + ıνypy −νzpz

νzpz νxpx − ıνypy −Eg/2 0
νxpx + ıνypy −νzpz 0 −Eg/2

 .
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The coordinate representation of this Hamiltonian now matches the right-hand side of 6 without EM fields upon
interchanging the rest energy by Eg/2, and the speed of light c with the Fermi velocity in the respective direction.
The update equations (7) of the Dirac part are therefore adapted by making the following replacements:

mc2 → Eg/2,

cDx → νx(∂x − ıqaxMx),

cDy → νy(∂y − ıqayMy),

cDz → νz(∂z − ıqazMz).

Finally, the expression of the quantum current density also requires a small adjustment, i.e.,

jq,l = qνlψ
†αlψ, l = x, y, z,

which completes the transformation of the original scheme to the anisotropic Dirac Hamiltonian of ZrTe5.
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