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ABSTRACT The increasing popularity of head-mounted displays (HMD) and depth cameras has encouraged
content providers to offer interactive immersive media content over the internet. Traditionally, dynamic
adaptive streaming over HTTP (DASH) is the go-to standard for video streaming. However, HTTP is
built on top of protocols such as the transmission control protocol (TCP), which prioritize reliability over
latency, thereby, inducing additional delay due to acknowledgments and retransmissions, especially on lossy
networks. In addition, such reliable protocols suffer from head-of-line (HOL) blocking problem at various
levels, leading to playout interruptions of the video streaming application. The third generation of HTTP, i.e.,
HTTP/3 was recently introduced to deal with the issues posed by TCP. As a major change, HTTP/3 replaces
TCP with QUIC at the transport layer, which solves the HOL problem at the transport layer. Moreover, the
datagram extension of QUIC allows for unreliable data delivery, just like UDP, which could substantially
reduce the latency. Combining this feature of QUIC with the quality adaptation capabilities of DASH-based
streaming could bring interactive immersive media delivery to the next level. This work proposes the
integration of DASH with the concept of partial reliability of QUIC to reduce playout interruptions and
increase the quality of the delivered immersive content on lossy networks. Here, the DASH scheme takes
quality and prioritization decisions based on the changing network conditions and the user’s viewport,
respectively. Then, the part of the content with the highest priority, i.e., within the viewport, is delivered
reliably and the rest unreliably. To the best of our knowledge, this is the first work to combine adaptive
streaming with partial reliability. Herein, we provide an implementation of a headless player which supports
HTTP/3 over partially reliable QUIC as well as state-of-the-art protocols like HTTP/3 over reliable QUIC
and HTTP/2 over TCP. We performed an extensive evaluation of our proposed solution using real-world 5G
throughput traces and bursty packet loss conditions, using point cloud streaming as the use case. Firstly, our
evaluation shows that HTTP/2 is highly intolerant to loss and not suitable for streaming immersive media.
Furthermore, even at a loss as high as 5%, the partially reliable framework achieves 46% higher throughput
and delivers the content with 33% fewer playout interruptions compared to the reliable counterpart. Since
current point cloud decoders are sensitive to loss, we applied the forward error correction mechanism to the
data sent unreliably to ensure that the client decodes the content at a probability of 99.9%. Applying this
overhead to our solution provides a significant gain of 25% in the throughput compared to the state of the art.

INDEX TERMS QUIC, TCP, HTTP/3, point cloud, video streaming.
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I. INTRODUCTION
Recent advances in capture and display technology have
led to immersive media, such as 360-degree video, Virtual

38094 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0002-0368-4183
https://orcid.org/0000-0002-5656-6607
https://orcid.org/0000-0002-9416-9661
https://orcid.org/0000-0003-2618-3311
https://orcid.org/0000-0003-4824-1199
https://orcid.org/0000-0001-5240-5200


H. K. Ravuri et al.: Adaptive Partially Reliable Delivery of Immersive Media Over QUIC-HTTP/3

Reality and holographic content [1]. Immersive media is
expected to enable a plethora of opportunities to support
interactive application domains, such as immersive train-
ing, immersive surgery, or multi-user interactive gaming [1].
For the sake of interactivity and quality, these application
domains impose stringent requirements on the network in
terms of high bandwidth (between 100Gbps and 1 Tbps) and
ultra-low latency (down to a Motion-To-Photon latency of
20 milliseconds [2]).

Networking architectures are undergoing a transformation
to cope with such requirements, where efforts are being made
to offer solutions on several layers of the network stack. There
are a range of solutions offered on the network layer, such as
software-defined networking (SDN) [3], service chaining [4],
and network slicing [5]. However, while such solutions offer
resources on the network layer, they are not optimized to deal
with the dynamic packet loss ratios experienced by future
wireless networks. For instance, millimeter wave (mmWave)
communications, which are considered as one of the corner-
stones to next-generation wireless communication architec-
tures [2], suffer from packet loss due to their low penetration
power. This loss presents a challenge to the transport layer
protocols and applications running on top of them [6].

Nowadays, video streaming applications using dynamic
adaptive streaming over hypertext transfer protocol (HTTP)
(DASH) rely on the transmission control protocol (TCP)
for the sake of reliability. However, under fluctuating lossy
conditions, TCP suffers from issues like head-of-line (HOL)
blocking, slow connection setup times, and delay due to
retransmissions [7]. In the context of video streaming, this
translates to startup delay, service delay, lower throughput,
and playout interruptions. However, delivering content using
unreliable protocols such as user datagram protocol (UDP) is
not desirable on lossy networks, as the quality of the content
is sacrificed at the cost of latency. The third generation of
HTTP, i.e., HTTP/3, has recently been introduced to deal
with the problems posed by TCP [8]. As a major change,
HTTP/3 replaces TCP with QUIC at the transport layer.
QUIC, recently standardized, is a multiplexed protocol built
on top of UDP. While QUIC is expected to solve several
problems of TCP, like HOL blocking at the transport layer,
it still has HOL blocking at the stream level [9]. This becomes
pertinent for video streaming when different streams carry
interdependent data. Very few works have addressed this
issue bymeans of deadline-based scheduling techniques [10],
[11]. However, their reactive approach is not suitable for
interactive immersive media streaming, as the action is only
taken after the deadline has passed, leading to delays. The
aim of this work is to deliver immersive media content to the
user at the highest possible quality and the lowest number of
playout freezes on networks impaired with packet loss.

In our previous work, we presented a proof of concept
of a partially reliable variant of QUIC (QPR) [7]. This
work offered preliminary insights into the functioning of
the protocol using a static scenario, both in terms of con-
tent and networking conditions. Inspired and encouraged by

these early results, herein, we propose a framework that
integrates dynamic adaptive streaming over HTTP (DASH)
with the concept of partial reliability on QUIC. This brings
the best of both worlds, i.e. reliability offered by TCP and
real-timeliness of UDP. Moreover, our framework is able
to adapt to the changing network conditions and user’s
field of view (FoV) and take quality and priority decisions.
Since the human perceived vision is restricted peripherally to
120 degrees, we argue that it is sufficient to send the data in
the FoV reliably and the rest unreliably. Thus, based on the
priority, the content of the chosen quality can be delivered
reliably within the FoV or unreliably outside of it.

The following are the main contributions of this paper:
• First, we present our envisionedDASH-enabled partially
reliable QUIC framework for immersive media stream-
ing. Then, we provide insights into the functioning of the
framework like connection establishment, data transfer
etc. Furthermore, provide a means to map the seman-
tics of DASH with QPR. In the envisioned framework,
DASH supports bitrate adaptation and is complemented
with viewport prediction mechanisms. To the best of
our knowledge, this is the first work that integrates the
concept of partial reliability with adaptive streaming.

• Next, we evaluate the proposed framework using a
client-server-based implementation, where the client is
a headless player capable of requesting and playing out
the volumetric video (point clouds) adaptively. Here,
we provide algorithms for the functioning of the client
and the server. Along with the proposed mechanism,
the implementation supports HTTP/2 (H2) and HTTP/3
(H3) which rely on reliable QUIC. To the best of our
knowledge, this is the first work to evaluate the perfor-
mance of H3 and DASH for volumetric media stream-
ing. To this end, we perform an extensive experimen-
tal evaluation using real-world 5G throughput traces.
Furthermore, to evaluate the limits of the mechanism,
we offer a means to vary the degree of reliability in the
protocol.

• Moreover, the evaluation involves emulation of packet
loss similar to a wireless network scenario, using
the Gilbert-Elliot model. We evaluate the performance
against state-of-the-art H2 and H3 which rely on reliable
QUIC.

• Currently, volumetric media such as point clouds use
MPEG’s video point cloud compression (V-PCC) [12]
to achieve a higher compression ratio. However, it is
not loss-resilient and crashes while decoding content
under packet loss. To mitigate this issue, we have added
forward error correction (FEC) to the data being sent
unreliably to ensure the client decodes the content at a
probability of 99.9%.

Our evaluation shows that, even at a loss ratio of 5%,
as observed in extreme cases of 5G wireless networks [13],
the proposed framework achieves 46% higher throughput,
is capable of delivering the content with 33% fewer play-
out interruptions and 50% less freeze duration compared to
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FIGURE 1. Frame structures, (a) QUIC STREAM frame [14], (b) HTTP/3
STREAM frame [8].

reliable QUIC. Furthermore, even with an additional over-
head due to the FEC, the proposed framework achieved more
than 20% higher throughput over reliable QUIC. In the con-
sidered scenarios, the results imply that the proposed partially
reliable framework is a better candidate for handling the net-
work loss while adaptively streaming immersive media at a
much higher quality compared to the state-of-the-art transport
layer protocols. By delivering the content with fewer playout
interruptions, it is expected to improve the user’s Quality
of Experience (QoE). Furthermore, the framework does not
limit itself to immersive media delivery, but could support
other application domains with the requirement of prioritized
data delivery on lossy networks.

The remainder of this paper is organized as follows. A brief
background about QUIC and an overview of the related work
are presented in Section II. Our envisioned DASH-enabled
partially reliable QUIC framework and its functioning, are
presented in Section III, followed by the experimental setup
and results in Section IV. Finally, this paper is concluded in
Section V.

II. BACKGROUND
This section provides a brief background of QUIC followed
by insights regarding HOL blocking problem and immersive
media streaming using DASH over HTTP/3. Furthermore,
it describes the related work and positions this paper with
respect to the state-of-the-art.

A. QUIC
In essence, QUIC, recently standardized, can be seen as mul-
tiplexed TCP with integrated TLS built on top of UDP. Thus,
it brings the best of both worlds together, i.e., it provides the

FIGURE 2. Frame structures, (a) QUIC DATAGRAM frame [15], (b) HTTP/3
DATAGRAM frame [16].

same guarantees as TCP such as reliable delivery and flow
control, while also integrating security and stream multiplex-
ing into its design. The basic unit of communication between
endpoints is the QUIC packet. These packets contain QUIC
frames, which carry control information and application data
between endpoints. Furthermore, QUIC packets are carried in
UDP datagrams to enable hassle-free integration into present
networking systems. Application protocols running on top
of QUIC exchange information over QUIC streams, which
are ordered sequences of bytes. QUIC offers several benefits
over TCP. It reduces the connection establishment latency,
and it resolves the HOL blocking problem at the transport
level. This is detailed in the next subsection. Unlike TCP,
which runs in kernel space, QUIC runs in the user-space. This
provides developers with an opportunity to experiment and
configure the protocol without waiting for kernel upgrades.
Furthermore, QUIC does not come with default congestion
and flow control algorithms. Instead, it lets the user plugin
their own congestion and flow control strategies based on
the application. Currently, most QUIC implementations use
TCP’s congestion and control flow mechanisms by default.
QUIC’s loss recovery builds on the TCP’s experience and
uses most of its recovery mechanisms. It further simpli-
fies the recovery mechanism by introducing monotonically
increasing packet numbers to differentiate between new and
retransmitted packets [14].

As already introduced, QUIC incorporates the concept of
streams at the transport layer. Frames are the fundamental unit
of communication, which contain ordered stream data and are
encapsulated in QUIC packets. In the context of this work,
the most relevant frame types are the STREAM frame and
the DATAGRAM frame. The STREAM frame is responsible
for creating and carrying the data stream [14]. The frame’s
stream ID field (Figure 1a) allocates a unique identifier to the
stream. Furthermore, it has an offset field, which specifies
the byte offset in the stream for the data in that particular
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frame. The length field specifies the length of the data carried
by the frame, and the stream data field carries the data that
should be delivered. To enhance the transmission, HTTP/3
also facilitates streams at the application layer and frames
form a fundamental unit of communication.

Figure 1b presents the general structure of the HTTP/3
frame [8]. Even though HTTP/3 has several frame types, the
most important are HEADERS and DATA frames, as they
form the basis for HTTP requests and responses. Each
request-response transaction forms a bidirectional HTTP/3
stream, which is abstracted to a unique QUIC stream and
is identified using its stream ID. Streams are independent
of each other, so if one stream is blocked or suffers packet
loss, this does not prevent progress on other streams. When
HTTP fields and data are sent over QUIC, the transport layer
handles most of the stream management. The transport layer
buffers and orders received stream data, exposing a reliable
byte stream to the application.

An application can communicate unreliably by sending a
datagram over a QUIC connection. To this end, it generates
a DATAGRAM frame (Figure 2a [15]) and sends it in the
first available packet. Like STREAM frames, DATAGRAM
frames contain application data, but they lack an identifi-
cation parameter analogous to the stream ID. Hence, it is
important for the application to differentiate between specific
DATAGRAM frames by allotting an identifier for the logical
flow of datagrams. Accordingly, HTTP/3 introduces its own
DATAGRAM frame at the application layer, which has an
identifier field called the quarter stream ID [16]. All HTTP/3
datagrams associated with a request can be allotted to the
specific stream and managed by the transport layer. It should
be noted that the DATAGRAM frames are neither retrans-
mitted upon loss nor does the transport provide any explicit
flow control signaling. If the receiver is unable to provide
the necessary resources to process the frames, it may simply
drop them. However, it is important for the application to
decide the type of data that should be sent unreliably without
impacting its overall performance.

B. HTTP AND HOL BLOCKING
Since its inception in 1997, HTTP/1 has become the de-facto
standard for web communication, as it provided significant
performance optimizations compared to its predecessors and
transformed themanner in which requests and responses were
exchanged between clients and servers [17]. HTTP/1 works
on top of TCP at the transport layer for reliable transmission
of data. With time, it has, however, proven to be suboptimal
for web communication, due to the exponential growth in
internet users and the appearance of new application domains.
Among others, HTTP/1 suffers from slow response time due
toHOL blocking, or lack of request pipelining. HOL blocking
refers to the scenario when a packet belonging to a particular
request is lost, and all other packets of the same or different
requests in the queue are blocked till the lost packet is retrans-
mitted. This leads to high service delay, which is highly

FIGURE 3. HOL blocking as encountered by different protocols, (a) TCP,
(b) QUIC.

detrimental to the application’s performance, especially, for
those with a low latency requirement.

As a step-up, HTTP/2 introduced the concept of a stream,
i.e., a logical flow of byte-data that comes with a unique
identifier belonging to a particular request. Furthermore, the
multiplexing feature of HTTP/2 enables parallel transmission
of requests under one connection. This feature is expected
to resolve HOL blocking as the frames belonging to dif-
ferent streams are multiplexed. Thereby, it lets an appli-
cation process new requests without waiting for previous
ones to complete. However, this approach did not yield the
expected results. As the underlying transport layer (TCP)
lacks knowledge of upper-layer protocols, it assumes that all
the data belongs to a single opaque stream. Moreover, since
HTTP/2 uses a single TCP connection if a packet belonging
to one of the streams is lost, the subsequent packets of the
whole connection cannot be processed till the lost packet is
retransmitted [18].

HTTP/3, the latest version of HTTP maintains the seman-
tics as its predecessors, but comes with a major change on
the transport layer by replacing TCP with QUIC. Unlike
TCP, QUIC introduces streams on the transport layer, thereby
making it aware of the streams being multiplexed on the
application layer. The streams on the transport layer can be
mapped to those on the application layer, which lets the
transport layer process streams individually [7].

Figure 3 illustrates HOL blocking as encountered by TCP
(Figure 3a) and QUIC (Figure 3b). A client-server pair com-
municates using three streams over TCP and a packet belong-
ing to stream 3 is lost. Then, ensuing packets belonging to all
the streams are blocked until the lost packet is retransmitted.
This leaves the client idle for a certain time interval without
any data to process, leading to disruptions to the application
service running on top. In the context of video streaming, such
interruptions are called freezing events, and they are highly
detrimental to a user’s quality of experience (QoE). In the
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case of QUIC, on the other hand, streams 1 and 2 can still
be processed while stream 3 is blocked till the lost packet
is retransmitted. Thus, while QUIC solves HOL blocking
problem to a certain extent, the issue persists at the stream
level. This can be challenging when the data being carried by
different streams is interdependent.

So far, research has come up with solutions based on data
schedulers at various levels of the networking stack to solve
HOL blocking problem in TCP [18]. However, QUIC has
been envisioned as a solution at the protocol level. Thus far,
works have mainly focussed on utilizing the multiplexing
feature offered by QUIC to transmit unrelated data on inde-
pendent streams to avoid the HOL blocking problem [19].
As suggested earlier, the problem still persists while carrying
interdependent data. Not many works have addressed this
issue so far. Cui et al. have proposed DASH+, a modified
DASH algorithm that supports the multiplexing transmission
of QUIC. DASH+ allows clients to request multiple video
segments on separate streams using the same QUIC connec-
tion. Since the segments are interdependent, the authors have
defined a deadline for each segment, after which the playback
may be affected. Whenever a stream experiences congestion
and the deadline of the segment being carried by the stream
is passed, all the resources of the connection are provided
to that stream to avoid playback interruptions. However, the
solution may not be scalable as it only deals with one con-
gested stream [10]. Recently, in their work, Sander et al. have
evaluated the impact of resource prioritization onHOL block-
ing problem in H3. Resource prioritization has been used
to schedule the data transmission on various streams. They
found that parallel strategies are only helpful with respect to
HOL blocking for high random loss and low BDP scenarios,
such that enough streams are active to bridge intra-stream
HOL blocking [11]. Moreover, such scheduling techniques
are not suitable for immersive media delivery due to the
need for interactivity. Our work takes a different approach
by incorporating prioritization with the concept of partially
reliable data delivery. the following subsection provides an
overview of related work in the domain of partially reliable
delivery and positions our work with respect to the state-of-
the-art.

C. QUIC AND PARTIALLY RELIABLE DELIVERY
As mentioned previously, QUIC still has HOL blocking
at the stream level, and this can be challenging when the
data on different streams is interdependent. Moreover, the
presence of reliability at the transport layer proves to be a
performance bottleneck, especially for applications with low-
latency requirements. In our previous work, we have shown
that not all applications require complete reliability at the
transport layer [7]. This subsection provides an overview of
related work in the domain of partially reliable data delivery.

So far, only a few works have appeared on deploying par-
tially reliable data delivery for video streaming. The concept
of different frames in a video having distinct priorities was

exploited by Palmer et al. [20]. Their extension to QUIC,
named ClipStream, sends I-frames and end-of-stream mark-
ers reliably, while P-frames and B-frames are sent on unreli-
able streams. These unreliable streams perform opportunistic
transmission, sending new data instead of retransmitting the
lost data. Recently, they have integrated their system with
VOXEL, an adaptive algorithm that trades off frame losses for
optimizing a user’s QoE. Depending upon the network con-
ditions, VOXEL drops different frames with minimal impact
on QoE. However, their approach adds a lot of overhead at
the application layer, as it uses an additional step to mark
each frame as reliable and unreliable, and another step at
the receiver to deal with the out-of-order delivery of frames.
Such overhead is not desirable for interactive applications
with low-latency and high-bandwidth requirements.

Vivian et al. proposed QUICsilver, a partially reliable
QUIC implementation that performs selective retransmis-
sions based on deadline awareness [21]. QUICsilver allows
a client to skip lost packets if the playback deadline is
approaching for previously received packets with a higher
packet number. However, this approach is not scalable, as the
sender should keep track of playback deadlines for all the
clients requesting the content. Moreover, their approach has
proved to be useful only for links with latency lower than
66ms. Beyond this, QUICsilver behaves as a completely
unreliable delivery mechanism.

Recently, Michel et al. [22] took a different approach in
realizing a partially reliable data delivery mechanism using
QUIC. They designed a variant of FEC called flexible era-
sure correction and integrated it with QUIC. This enables
an application to select the level of reliability, ranging from
completely reliable (using retransmissions) and completely
unreliable (using various FECmechanisms to recover the lost
data). Through experimental analysis, they showed that under
lossy conditions, their approach outperformed the reliable
variant of QUIC in terms of download time. However, while
transferring files with size higher than 1GB, their approach
added substantial overhead, leading to drastic decrease in the
throughput and very high CPU utilization.

As mentioned in Section I, in [7] we have introduced the
partially reliable transport layer framework. The datagram
extension to the QUIC protocol was deployed to transfer data
in parallel, using reliable streams and unreliable datagram
flows on a single connection. We evaluated the performance
of the proposed approach using two use cases, namely tiled
360-degree video streaming and point-cloud-based volumet-
ric video streaming. Since it is preliminary work in this
direction, the framework wasmostly left static, i.e. the quality
of the content was fixed along with the user’s viewport.
Moreover, as part of the evaluation, the network parameters
were left static and evaluation was limited to the download
time of the segments. The results have shown that the pro-
posed partially reliable QUIC protocol (QPR), had lower
download times compared to the state-of-the-art HTTP/2 and
reliable QUIC under static networking conditions. Compared
to the state-of-the-art, our work takes a different approach by
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considering the user’s FoV to decide which part of the video
needs to be delivered reliably. Our approach does not add
any additional overhead, since we leverage QUIC’s datagram
extension to realize unreliable data delivery. The outcome
of this work has inspired us to apply QPR for dynamic
networking scenarios, and in the context of video streaming,
this led us to integrate QPR with DASH. To the best of
our knowledge, this is the first work to provide a means
to integrate the concept of partial reliability with adaptive
streaming. The following subsection provides related work in
the context of DASH using HTTP/3 and positions our work
with respect to the state-of-the-art.

D. DASH-BASED IMMERSIVE MEDIA STREAMING USING
HTTP/3
With the advent of content delivery networks, DASH has
been a de-facto standard for continuous video streaming with
dynamic networking conditions and heterogeneous devices
[23]. Primarily, the DASH framework involves encoding the
content at different bitrates and delivering it adaptively to the
client based on the available bandwidth. To this end, DASH
relies on HTTP at the application layer. Thus, it is heavily
impacted by the problems described previously, i.e., HOL
blocking.

Research suggests that TCP-based solutions prioritize
quality over latency, thereby, inducing additional delay due
to acknowledgements and retransmissions [5]. Even though
quality is a crucial factor for immersive media, latency is of
the utmost importance to accomplish the Motion-to-Photon
limit, therefore ensuring interactive transmission and avoid-
ing motion sickness. However, in the context of deploying
DASH for immersive media delivery, most of the recent
works employ either HTTP/1 or HTTP/2 [24]. So far, DASH-
based immersive media delivery over HTTP/3 has remained
largely unexplored. Cao et al. [25] evaluated the performance
of several protocols for mobile augmented reality applica-
tions. As part of their work, they compared TCP and QUIC
and showed that QUIC with a lower client-to-server latency,
is suitable for 5G scenarios while streaming 4K videos. How-
ever, the work is limited to the transport layer and does not
involve integrating DASH with HTTP/3. Nguyen et al. [26]
compared the performance of adaptive bit rate algorithms
while deploying HTTP/3 and HTTP/2. They experimentally
showed that HTTP/3 performs better than HTTP/2 in lossy
networks. However, their work is largely limited to regular
videos with large buffer sizes. Guillen et al. [27] proposed
SAND/3, an SDN-based QoE control method for DASH over
HTTP/3. Using Google QUIC, an early implementation of
the protocol, they were able to reduce the quality shifts by
40% and minimize the video interruptions compared to the
state-of-the-art mechanisms. However, their work did not
involve an implementation of HTTP/3 but used an emulation
of the protocol because it was unavailable. Moreover, the
work involves streaming a 2D video as well. To the best of
our knowledge, this is the first work which involves DASH-
based immersive media streaming using HTTP/3.

In our previous work [7], we provided an early take on
the concept of QPR with evaluation only in a static space.
The content quality was fixed and the underlying network
had high enough bandwidth. Furthermore, the chosen loss
pattern was not close to real-world wireless network condi-
tions, which are more bursty. However, the results showed
promising. Thus, encouraged by those early results, this work
presents a fully integrated QPR framework enhanced with
DASH. By providing bitrate adaptation and viewport traces,
this work makes the scenario more dynamic and closer to
the real-world. Furthermore, the evaluation is more complete,
and it involves networking conditions closer to wireless net-
works in the form of 5G throughput traces and bursty loss
using the Gilbert-Elliot model. Finally, this work explores the
effects of a varying degree of reliability on the performance
of the protocol and offers a theoretical solution to retrieve the
content using FEC.

III. METHODOLOGY
This section describes the functionality of the proposed adap-
tive partially reliable framework for immersive media deliv-
ery, which consists of the partially reliable QUIC and the
DASH integration. Figure 4 presents our envisioned end-
to-end architecture with point cloud content delivery as a
use case. To this end, the server stores multiple point cloud
objects encoded at different qualities and segmented tempo-
rally into segments. The client employs a viewport mech-
anism to predict the user’s FoV in the next segment. This
enables the client to assign different priorities to the point
cloud objects. Furthermore, the client’s adaptive stream-
ing mechanism assigns qualities to the point cloud objects
based on their priority and over all bandwidth consumed
by the previous segment. Once the qualities are fixed, the
client can request the content from the server. Since the
client deploys partially reliable QUIC (QPR), it is capable
of requesting a certain part of the content to be delivered
unreliably. Since the objects are already assigned a certain
priority, the ones in the FoV (with the highest priority) will
be requested reliably and the rest unreliably. In the presence
of loss, reliable streams experience HOL blocking and add
to the delay. Since the proposed mechanism delivers only
the most important content reliably, the experienced delay
is considerably reduced. Furthermore, the content deliv-
ered unreliably does not experience any HOL blocking,
as it is indifferent to loss. Thus, the overall time taken to
download and reconstruct the scene is lower compared to
that of reliable delivery, thereby avoiding potential playout
freezes.

The client deploys HTTP/3 on the application layer, where
its semantics are mapped to QPR on the transport layer
(Figure 5). HTTP/3 relies on QPR to provide confidentiality
and integrity, protection of data, peer authentication, and
reliable/unreliable, orderly, per-stream delivery. The follow-
ing subsections describe each of these functionalities of the
framework in detail.
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FIGURE 4. Adaptive partially reliable immersive media delivery.

FIGURE 5. Stack diagram of the proposed framework along with
functionalities of each layer. In the figure, H3 denotes HTTP/3.

FIGURE 6. QPR handling the HOL blocking problem.

A. MAPPING SEMANTICS
The frame types introduced in II form the basis for QPR
which lets the client decide the priority of the data and
provides an application programming interface (API) to
send reliable or unreliable requests accordingly. The reli-
able requests are handled using the STREAM frames and
the unreliable requests are handled using the DATAGRAM
frames. As observed in regular HTTP semantics, methods

involved in handling a request-response transaction, such
as GET, POST, RESPONSE, BODY etc. [17], are mapped
onto the DATA frame on the application layer. For the sake
of unreliable delivery, two methods called REQUEST and
RESPONSE are defined and mapped onto the DATAGRAM
frame on the HTTP/3 layer. As the name suggests, the
REQUESTmethod lets an end-point send unreliable requests
and the RESPONSE method lets the other respond unreli-
ably. As mentioned earlier, the request-response pair uses a
unique quarter stream ID and can co-exist with other reli-
able/unreliable streams. Since the data sent on an unreliable
stream is not retransmitted, such streams will never expe-
rience HOL blocking. As illustrated in Figure 6, a packet
loss event on the unreliable stream will never interrupt the
transmission process.

B. CONNECTION ESTABLISHMENT AND SECURITY
As in the case of regular HTTP/3, the establishment of a
connection between the client and the server starts at the
transport layer. As illustrated in Figure 7, the client sends
the Initial packet, which includes a TLS1.3 ClientHello mes-
sage. The server responds by sending a TLS1.3 ServerHello
message. This step negotiates the connection IDs for the new
connection along with the exchange of keys as part of the
TLS1.3 handshake. This establishes a shared secret to protect
the confidentiality and authenticity of future packets. Next,
the server sends a Handshake packet with transport layer
parameters including the rest of the TLS server messages
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FIGURE 7. Connection establishment. In the figure, H3 denotes HTTP/3.

(in particular the messages related to server authentication).
The handshake ends with a reply message that contains the
client’s settings. In this step, the TLS cipher group (e.g.,
X25519) is negotiated. Furthermore, this step also involves
the negotiation of the application layer protocol negotiation
(ALPN), which is HTTP/3 in this case. Table 1 presents the
list of the transport layer parameters exchanged.

Unlike the regular QUIC handshake, QPR’s handshake
involves the exchange of an additional transport layer param-
eter called max_datagram_frame_size. This parameter rep-
resents the maximum size of an unreliable DATAGRAM
frame (including the frame type, length, and payload) the
endpoint is willing to receive, in bytes. The default value
for this parameter is 0, which indicates that the endpoint
does not support DATAGRAM frames. A value greater than
0 indicates that the endpoint supports the unreliable delivery
and is willing to receive such frames on this connection. This
ends the handshake process on the transport layer.

Next, the server initiates the handshake at the application
layer by sending the HTTP/3 settings frame on the control
stream. While connection level options related to the core
QUIC protocol are set in the initial handshake, the HTTP/
3-specific settings are conveyed in the SETTINGS frame.
It should be noted that each endpoint must send a SETTINGS
frame as the initial frame of their respective HTTP/3 control
stream. In the current case, the HTTP/3_dgram_enabled set-
ting is set to true to let the application know that both end-
points support unreliable data delivery. Additionally, settings
such as the length of the datagram queue are also exchanged,
to let both endpoints know the amount of data that can be
sent unreliably. This concludes the connection establishment
process, allowing the endpoints to communicate with each
other.

C. DATA TRANSFER AND CONGESTION CONTROL
The client initiates communication by sending an HTTP/3
GET request to the server. To realize partial reliabil-
ity, we envision the co-existence of reliable streams and

unreliable datagrams in one connection. Based on the nego-
tiated parameters and settings, the client can send either a
reliable or unreliable request using the same connection.

Figure 8, presents a way for the client to integrate QPR
with DASH. Firstly, the client verifies its playout queue for
content. Since there will be no content initially, it subse-
quently checks the buffer. Next, it evaluates the status of the
connection, i.e., whether there is a connection established
with any server. If not, the client initiates the connection to
the server. Once the connection is established, it checks the
download queue to generate requests. For the first segment,
the download queue is empty, and hence the client requests
the content at the lowest available quality for all the point
cloud objects. Here, the client’s viewport prediction module
predicts the viewer’s FoV and prioritizes objects based on
several conditions (e.g. visible area of the object, and the
distance of an object from the viewer). Based on the priority,
the client can populate the download queue with a combi-
nation of reliable and unreliable requests. As the download
progresses, the buffer gets filled, after which the content is
sent to the queue to enable play out. At this point, the client’s
rate adaptation module uses the observed throughput for the
previous segment and the predicted viewport information for
the next segment to allot different qualities to the objects
using a bitrate adaptation algorithm. Next, priority-based
ranking is used to make a decision on the reliability aspect.
Finally, the player populates the download queue to request
the content for the next segment.

Figure 9 presents the request handling on the server side.
The server runs in two states, that is, reading and writing.
Once the connection is established, the server runs in the
reading state, waiting for requests. Upon receiving a request,
the server filters it according to the type of request and
handles it accordingly. Firstly, a reliable request is processed
as follows:

• Upon receiving the GET request, the server responds
by sending a response message followed by the body
message on a reliable bidirectional stream. These can be
identified by the client using the stream ID.

• Next, the server’s out_buffer is filled and made available
for QPR to generate corresponding QUIC packets that
will be sent to the UDP socket for delivery.

• QPR deploys congestion control to determine the rate at
which the data is sent to the client by the transport layer.

• Once all data are transferred, the server sends anHTTP/3
FIN message to the client to indicate the end of the
transfer.

Second, an unreliable request is dealt with in the following
manner:

• Upon receiving an unreliable request carried out by a
datagram frame, the server starts populating the data-
gram queue with data chunks of a size determined by
the negotiated max_datagram_frame_size parameter.

• Next, the datagram queue is made available for QPR
to generate QUIC packets that will be sent to the UDP
socket.
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TABLE 1. Transport layer parameters exchanged during the handshake (* additional parameter for QPR).

FIGURE 8. Flow chart describing the player algorithm.

• In addition, QPR deploys congestion control on unreli-
able datagrams, similar to that of reliable streams. How-
ever, the acknowledgment handling is slightly different
for unreliable datagram frames. While the data, which is
sent unreliably, will be transmitted at the rate defined
by the congestion window (which is fixed), acknowl-
edgments are only handled after data delivery. This is
justified because retransmissions are not necessary in
this case. In the case of reliable delivery, the sender waits
for acknowledgments to send the next set of packets.

• Since the datagram extension is still a work in progress,
there is currently no provision to let the client know
when the end of the message is reached. One of the
options is to send a standard message on the last data-
gram. However, there is no guarantee that the message
will reach the client. We argue that it is necessary for the
client to know the end of the message, even when all the

data is lost. This is to move on to the next request, either
reliable or unreliable. To this end, the second option is
to use the control stream on the HTTP layer to reliably
send an end-of-the-data message to the client.

IV. EXPERIMENTAL EVALUATION
To evaluate the proposed approach, we have used an immer-
sive point cloud video streaming use case. Below, we first
discuss the evaluation scenario, the implementation, and the
evaluation setup, before presenting the obtained results.

A. EVALUATION SCENARIO
Point cloud-based volumetric video streaming allows eval-
uating the performance of the proposed approach for appli-
cations with high-bandwidth and low-latency requirements.
Here, the content is delivered on demand, i.e., the content
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FIGURE 9. Flow chart describing the request handling on the server side.

TABLE 2. Observed bitrates (Mb/s) of four point cloud objects.

is pre-captured, pre-encoded, and delivered when the client
demands it.

First, the 8i data set was used to generate a volumetric
video scene using point clouds [28]. The four objects are first
compressed using the MPEG reference V-PCC encoder [12].
Each object is encoded to five qualities resulting in the
bit rates presented in Table 2. Since the original dynamic
objects only possess 300 frames (or ten seconds of video) the
resulting footage is played out 12 times, alternating between
forward and backward movement as to smoothly change
the location of the objects. This results in a more realistic
video length of 120 seconds, or 2 minutes. Furthermore,
the sequences are temporally split into one-second-long seg-
ments and made them available in the server for the client
to request on demand. As suggested in [29], to generate the
scene, the four point cloud objects are placed in a circle,
looking outwards and the user moves around these objects,
always focusing on the center of the circle.

B. IMPLEMENTATION
For the sake of evaluation, we have implemented a head-
less player, which can request immersive video content from
the server and simulate playback for the user, as described
in Figure 8. In order to emulate the viewport prediction

module, we have provided the player with a trace of the user’s
FoV. By default, the player requests the objects with top two
priority reliably and the other two unreliably. The priority of
the objects is determined based on the visible area of the point
cloud to the viewer. The distance of the object has been used
as a tie-breaker. In addition, the degree of reliability can be
configured from completely reliable to completely unreliable.
To enable interactivity, the buffer size is fixed to one second,
which is equal to the segment duration. After each segment,
the player logs different parameters related to the download
content, such as throughput, download time, quality, playout
interruptions (freezes), and total freeze duration. The client is
implemented as such that, should the buffer be empty, playout
is stalled; in this case, the user would see the objects standing
still rather than moving.

The player is built using Cloudflare’s ‘‘QUIC, HTTP,
ETC’’ (QUICHE) [30], which is a savory implementa-
tion of QUIC and provides support for HTTP/3. Further-
more, we have implemented a simple server as described in
Figure 9, usingQUICHE. For the sake of comparison, we also
added HTTP/2 support for both the player and the server.

Unlike TCP, which runs in the kernel space, each QUIC
message, including control messages, triggers a context
switch between the kernel and user spaces, leading to addi-
tional computational overhead. However, recent efforts like
generic segmentation offloading (GSO) for UDP on Linux
have enabled applications to bundle and transfer multiple
UDP segments between the user space and the kernel at the
cost of one. Hence, we have implemented the system after
optimizing both QR and QPR using the GSO mechanism.
Furthermore, we have increased the receiver-side UDP buffer
sizes to 25 MB, to ensure that no data is lost because of the
unavailability of the buffer.
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FIGURE 10. 5G throughput traces collected when a user is (a) walking, (b) driving.

FIGURE 11. Experimental setup, using mininet to host a virtual network
within a node on the virtual wall infrastructure.

As reported by earlier studies, QUIC’s congestion control
selects a suboptimal congestion window in the networks
with a high bandwidth-delay product (BDP) [31]. This per-
formance can be attributed to QUIC’s early exit from the
slow-start phase and sluggish congestion-avoidance phase.
Since QUIC does not come with a specialized congestion
algorithm, most of the current implementations use TCP’s
congestion control algorithms like Cubic and New Reno [32].
These may not be optimal for QUIC’s design when handling
high BDP networks. We observed in early experiments that
TCP reaches the optimal congestion window for data delivery
in tens of milliseconds. Since congestion control mechanisms
are out of scope for this work, we have fixed the initial
congestion window value for QUIC as BDPwhere bandwidth
is the lowest observed value in the respective throughput
trace.

C. EVALUATION SETUP
To evaluate the impact of network impairments on the per-
formance of the proposed approach for streaming immersive
media, a network setup is emulated using MiniNet6 [33],
where the player and server are implemented on individual
virtual hosts (Figure 11). We have deployed traffic control
(tc) to vary the link parameters, namely available bandwidth,
latency and loss. To vary the available bandwidth, we have

used two 5G traffic traces provided by [34]. The first trace
(Figure 10a) corresponds to a video streaming session in
which the user is walking (trace 1), while the second trace
(Figure 10b) corresponds to a session in which the user is
driving (trace 2). Next, one-way link delay is fixed at 10ms,
which is a reference value for the observed delay in 5G net-
works [13]. Finally, we have varied the (one-way) packet loss
from 0%-5% using the Gilbert-Elliott model, which causes
bursty loss close to that observed in wireless networks [11],
[35]. We have chosen loss ratio to be 0%-5% based on [20]
and [26]. The player is provided with a user trace in such
a way that the viewport is predicted in a clairvoyant man-
ner [29]. We have implemented the Mininet-based setup on
a node (Hexacore Intel E5645 (2.4GHz) CPU and 24GB of
RAM) hosted on imec’s Virtual Wall infrastructure [36] as
seen in Figure 11.
As mentioned previously, for every experiment, we have

logged the throughput, the quality of each object per seg-
ment, the number of freezes, and the total freeze duration.
Each experiment for a combination of use case, delivery
mechanism, and network configuration has been run for ten
iterations, which is enough for statistical significance. Even
though we have mentioned a few works which deploy the
concept of partial reliability in Section II, the comparison
with this approach is not possible for several reasons. Firstly,
each work has deployed a different flavor of QUIC making it
impractical to compare them. For instance, Michel et al. [22]
deploy a version called PQUIC which is a Python-based
implementation and their work has been designed as a plu-
gin for PQUIC. We have deployed QUICHE, a RUST/C++

based implementation, which is more optimized for perfor-
mance and supports all the latest draft versions. Next, none
of the works are tailored for immersive media streaming.
Moreover, only one solution [20] has been developed for
video streaming, which is based on QUIC-GO and is not
open source. Furthermore, comparable datasets, content, or
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implementations are not available at places like the DASH
industry forum either [37]. Hence, we have compared the
performance of the proposed framework against the reliable
flavor of QUIC and TCP. To this end, we have integrated
DASH with QUIC using HTTP/3 and TCP using HTTP/2.
Henceforth, QPR refers to partially reliable QUIC, where half
the data (top two ranked point cloud objects for each segment)
are sent reliably and the rest unreliably.

D. EVALUATION RESULTS
To provide the state-of-the-art benchmark, we first present the
results for the performance of HTTP/2 under varying loss.
Figure 12a and Figure 12b show the CDF of the observed
throughput of HTTP/2 for varying loss. Sensitivity of HTTP/2
towards loss is evident: the performance deteriorates by an
average of 40% when the packet loss ratio is as low as
0.05%. Furthermore, the performance of the system breaks
(an average of 10Mbps) at a loss of 0.5% in both cases, as the
observed throughput is almost consistent for any higher loss
ratio. Thus, the presence of HOL blocking is detrimental to
the performance of systems delivering immersive video. The
key takeaway from this result is that HTTP/2 is intolerant
towards loss, and it becomes a performance bottleneck while
adaptively delivering immersive video.

For the following, the performance of reliable QUIC and
QPR will be compared with the HTTP/2 case of an ideal loss
scenario (0%) and an average packet loss of 2%. Figure 13
presents the performance of HTTP/2, reliable QUIC and QPR
when the loss is varied. When the loss is 0%, HTTP/2 per-
forms better than reliable QUIC andQPR in terms of through-
put for both trace 1 and trace 2. This can be attributed to the
user space implementation of QUIC, which adds additional
computational overhead. This is evident when the available
bandwidth is high, as the system has to process a higher
number of QUIC packets. Moreover, QPR performs better
than reliable QUIC at 0% as the acknowledgment handling
is slightly different for unreliable datagram frames. While
the data, which is sent unreliably, is transmitted at the rate
defined by the congestion window, the acknowledgments are
only handled after complete data delivery.

In the presence of loss, HTTP/2’s throughput perfor-
mance degrades badly. For instance, the average throughput
decreases by a factor of 50 as the loss increases from 0%
to 2%. As discussed earlier, this performance shows the
impact of HOL blocking, and it only gets worse due to
TCP’s strict congestion control. Furthermore, in the pres-
ence of loss, QPR outperforms reliable QUIC in all cases.
When the loss is 2%, for instance, the average throughput
of QPR is 50% higher than that of reliable QUIC. Despite
being a reliable delivery mechanism, reliable QUIC proved
to be more loss tolerant than HTTP/2, since HOL blocking
is limited to stream level unlike at the connection level in
HTTP/2. In terms of the observed qualities, the deterioration
in throughput performance due to loss directly results in
lower qualities in HTTP/2. As the loss is increased from

0% to 2%, all four point cloud objects are downloaded at
the lowest quality. Furthermore, compared to reliable QUIC,
in the case of QPR, four more segments experience higher
quality for the object with the highest priority and three
more segments for the second-highest priority. This shows
QPR delivers better experience to the users than reliable
QUIC while delivering immersive video content adaptively.
A similar performance has been observed in the case of trace 1
as well.

Even though QPR delivers data at higher quality, a certain
amount of data is lost. As mentioned in Section II, current
immersive media decoders are sensitive to loss and cannot
completely decode the content if packets are lost. Hence, it is
not yet possible to reconstruct the scene and evaluate the
quality using metrics such as PSNR. However, point cloud
encoding is still a work in progress and out of scope of this
work.

In order to evaluate the performance of the system at higher
packet loss, we have increased the loss ratio to 5%. As pre-
sented in Figure 14, even at such high loss, QPR has 46%
higher average throughput than reliable QUIC. Furthermore,
even at 100 times higher loss, QPR has double the throughput
compared to HTTP/2. This shows the robustness of the pro-
posedmechanism to packet loss. Furthermore, the two objects
in the viewport are delivered at higher quality for 10% more
segments in the case of QPR compared to reliable QUIC.
However, at a loss higher than 5%, the player deploying
reliable QUIC started crashing when there is congestion. This
is more pronounced in the case of trace 2, where the conges-
tion is relatively high. This behavior can be attributed to the
bursty loss during the congestion period. We have observed
that the time-out event occurs by the time lost packets are
retransmitted, leading the player to crash. Hence, we have
limited our study to at most 5% packet loss.

As mentioned previously, the degree of reliability can be
configured on the player. In order to test the limits of the
proposed approach, we have increased the unreliability to
100%. Here, we present the results for a case when the
unreliability is varied from 0% (Q0) to 100% (Q100). When
the unreliability is 0%, all four objects are delivered reliably,
and when it is 100%, all four objects are sent unreliably.
As shown in Figure 15, the throughput improves with an
increase in unreliability. This is true for both the cases in
which there is no loss and in which there is 5% loss. For
example, at 5% loss, QUICwith 100% unreliability has 125%
more throughput than QUIC with 0% unreliability. Figure 16
presents the observed qualities of point cloud objects in the
case of trace 2 and for 5% loss. The gain in terms of through-
put translates into quality gain. For example, in the case
of QUIC with 100% unreliability, the top three prioritized
objects are delivered at the highest quality for almost all the
segments. Interestingly, the top two prioritized objects are
delivered at the highest quality even when the unreliability
is 75%. From QUIC with 50% unreliability to QUIC with
75% unreliability, four more segments are delivered at higher
quality for the object with priority three. The key takeaway

VOLUME 11, 2023 38105



H. K. Ravuri et al.: Adaptive Partially Reliable Delivery of Immersive Media Over QUIC-HTTP/3

FIGURE 12. CDF of throughput performance of HTTP/2 for different traces. In the figure, H2 denotes HTTP/2, while the percentage behind it
denotes the packet loss ratio.

FIGURE 13. Performance of HTTP/2 (H2), reliable QUIC (QR), QPR for varying loss.

from this result is that the increase in unreliability improves
the performance in terms of throughput and observed quality.
However, as mentioned earlier, the objects that experience

loss cannot be reconstructed yet. So, the impact of loss
on the observed quality cannot be determined in this
work.
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FIGURE 14. CDF of throughput of HTTP/2 (H2), reliable QUIC (QR) and QPR at 5% loss, (a) trace 1, (b) trace 2.

FIGURE 15. Results for variable reliability when trace 2 is applied, CDF of
throughput at 0% and 5% loss.

In addition, important parameters to consider while dis-
cussing the quality of a video streaming session are the
number of freezes and the total freeze duration. Studies have
shown that freezing events in a VR video severely degrade
the QoE compared to artifacts in the rendered image (during
loss). Furthermore, freezing events affect the visual attention
of a user [38]. Hence, we present the observed freezes and
freeze duration (Table 3) during the immersive video delivery
for various transport layer cases. It should be noted that QUIC
does not experience any freezes in the case of trace 1 as
the minimum available bandwidth is higher than the required
bandwidth. Furthermore, the performance of HTTP/2 is simi-
lar to that of trace 2, and so we present only results for trace 2.

In the case of HTTP/2, as the loss increased from 0% to
2%, almost 87% of the segments experience freezes with a
total freeze duration of 60 seconds. Given that almost all
objects are delivered at the lowest quality, the performance
of HTTP/2 is highly undesirable and detrimental to the user’s

TABLE 3. Observed freezes and total freeze duration (TFD) for trace 2 for
HTTP/2 and sub-variants of QPR when unreliability is varied from 0%
(Q0) to 100% (Q100).

QoE. The performance of Q0 deteriorated with an increase
in loss. HOL blocking impacts both the reliable delivery
mechanisms, adds to the delay, and becomes a performance
bottleneck. However, the impact is lower in reliable QUIC as
it is limited to stream level. Furthermore, as the unreliability
is increased from 0 to 100%, the number of freezes and total
freeze duration reduced considerably. For example, at 5%
loss, there are 33% fewer freezes and 50% less freeze dura-
tion for QUIC with 100% unreliability compared to QUIC
with 0% unreliability. Also, when unreliability is 100% the
framework does not experience any additional freezes when
the loss is increased from 0% to 5%.

To test the limits of the system, we have increased the loss
percentage gradually to 10%. For trace 2 when the loss is
10%, the three variants of QUIC from the unreliability of
0% to 50% have broken down at the first congestion point in
the trace (observed at around 6 seconds) as the default time-
out of 10 seconds is crossed. QUIC with 75% unreliability
recovered after the first congestion point and completed the
streaming session with 13 freezes and a total freeze duration
of 9 seconds. However, no deterioration is seen in the case of
the variant with 100% unreliability, where all the data is sent
unreliably.
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FIGURE 16. Results for variable reliability when trace 2 is applied, observed qualities of point cloud objects at 5% packet loss.

To summarize, our experimental evaluation illustrates that
a completely reliable protocol is not suitable to adaptively
deliver immersive video on lossy networks. While HTTP/2 is
not recommended, reliable QUIC has shown a clear improve-
ment in the presence of loss. However, the proposed partially
reliable transport layer for immersive media delivery has
proven to be a better candidate. Furthermore, as the percent-
age of unreliable data delivered increased, the performance of
the system improved further. In the context of adaptive deliv-
ery, the number of quality switches reduced considerably,
alongwith freezes. However, the current point cloud decoders
are sensitive to loss and the content delivered unreliably in
lossy conditions cannot be reconstructed, yet.

E. QPR WITH FEC
As hinted previously, one of the shortcomings of the pro-
posed approach is decoding the delivered content under lossy
conditions. This becomes important while streaming immer-
sive multimedia like tiled 360-degree videos and volumetric
media like point clouds. 360-degree videos are known to
use high-efficiency video coding (HEVC) for encoding and
tiling purposes. The HEVC decoder is not robust against
packet losses, as it crashes if packets are missing [39]. Volu-
metric media like point clouds currently use MPEG’s video
point cloud compression (V-PCC) for achieving a higher

FIGURE 17. CDF of throughput when FEC is applied for unreliable data
delivery.

compression ratio up to 1000 [40]. Even this is not known
to be loss-resilient and crashes under packet loss. In the case
of HEVC, loss-resilientmechanisms have already been devel-
oped using techniques such as FEC [39]. V-PCC is still a work
in progress and error-resilient point cloud video encoding,
source/channel coding or even error recovery at the user end
are still open research issues.
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One possible way to mitigate the issues posed by the point
cloud decoders would be by integrating the partially reliable
data delivery framework with FEC. This offers error protec-
tion to the data being sent unreliably over lossy networks
and helps the decoders to recover the content at a probability
higher than 99.9%. To this end, Zverev et al. [41] have
introduced rQUIC, where the QUIC protocol is integrated
with a coding module. Using extensive evaluation based on
varying network parameters, they have determined the addi-
tional overhead needed to achieve an optimal performance in
terms of latency while ensuring guaranteed delivery.

This inspired us to theoretically evaluate the performance
of QPR while using FEC. Based on their evaluation of addi-
tional overhead needed for transferring a file over a link with
25ms delay and different loss rate, we have calculated the
approximate overhead needed for QPR. By integrating this
overhead into our evaluation results, we present (Figure 17)
a new set of results to compare the performance against
HTTP/2 and reliable QUIC. Here, QPR(F) refers to a case
where the top two point clouds with the highest priority
are sent reliably, and the last two are sent unreliably after
encoding using FEC. This process adds an average overhead
of 10% per segment. Furthermore, Q100(F) refers to the
case where all four objects are sent unreliably after encoding
them using FEC which adds an average overhead of 22%
per segment. Despite having an additional overhead, the
results are in line with the previous cases where the partially
reliable framework outperforms the state-of-the-art reliable
delivery mechanisms, even at a loss as high as 5%. Moreover,
QUIC with 100% unreliability performs the best with almost
20% gain in terms of throughput compared to QUIC with
50% unreliability. In this case, despite being unreliable, the
padding given by FEC would let the client recover the data
at a probability higher than 99.9% and the additional gain in
throughput makes it a viable candidate for future use cases
involving immersive media delivery.

However, there is a limitation to this approach. Beyond
a loss ratio of 6.5%, the overhead increases beyond 50%
which can reduce the throughput gain considerably, thereby
reducing the quality of content. In such a scenario, part of
the data being sent unreliably may not be protected and
hence cannot be recovered, since the decoders are sensitive to
packet loss. This leads to a situation of trade-off between the
quality and recovery of the content. For instance, as reported
previously, the performance of Q100 does not deteriorate
even at 10% packet loss. However, taking the current FEC-
based recovery approach adds almost 83% overhead, which
reduces the quality of the content being sent. Dealing with
this tradeoff is out of the scope of the current work, but will
be investigated in the future.

V. CONCLUSION
In this paper, we have presented an adaptive partially reliable
data framework based on QUIC-hypertext transfer protocol
(HTTP)/3 for delivering immersive video. Our work enables
the co-existence of reliable streams and unreliable datagrams

on the same connection, with the integration of DASH to pro-
vide quality adaptation to the immersive multimedia. To the
best of our knowledge, this is the first work to integrate
adaptive multimedia delivery with the concept of partially
reliable delivery. We have evaluated the performance of the
proposed approach extensively, using a point-cloud-based
volumetric video streaming use case. To this end, we have
implemented a headless player which supports different fla-
vors of the proposed framework at the transport layer. Using
information on the user’s viewport as a means to prioritize the
data, we have deployed the proposed framework to deliver
content in the viewport at the highest possible quality (based
on the available bandwidth) reliably, and the rest unreliably.
We have used 5G throughput traces and emulated bursty
loss behavior using the Gilbert-Elliot model to bring the
evaluation as close as possible to a real-world scenario. Fur-
thermore, we have compared the performance of the proposed
approach against two state-of-the-art reliable delivery mech-
anisms, namely HTTP/2 and reliable QUIC. Results show
that under perfect network conditions, HTTP/2 is preferable
over the others. However, reliable delivery mechanisms are
sensitive to packet loss: while HTTP/2 is highly intolerant
to loss, reliable QUIC has shown certain improvement but
is still not robust. In the considered scenarios, the proposed
framework (QPR) shows better performance than the state-
of-the-art approaches in terms of throughput, observed video
quality, and freezes. Furthermore, to evaluate the limits of the
mechanism, when the degree of reliability is reduced, the per-
formance has shown further improvement, with a completely
unreliable system outperforming the others. Finally, we have
evaluated the performance of the system when unreliable
data is protected using forward error correction (FEC). This
allows the client to recover the content delivered unreliably
despite the packet loss with a probability of 99.9%. To this
end, we have used earlier work to estimate the overhead and
applied it theoretically to our results. Despite the overhead,
QPR outperformed alternative delivery schemes. Hence, the
proposed framework is preferable under impaired network
conditions, and the choice of reliability has to be made based
on application-specific conditions such as content, priority,
and the user’s viewport.

The proposed mechanism can be highly useful in future
networking scenarios, such as millimeter wave (mmWave)
or terahertz communications where scenarios with ultra-high
throughput are combined with bursty losses (e.g., when in
presence of an obstacle or loss of line of sight) [2]. Our
mechanism has proven to tackle such bursty loss in a bet-
ter way compared to state-of-the-art solutions. In addition,
since mmWave communications allow multi-connectivity in
the form of multiple links, the proposed mechanism can be
deployed on each link with variable reliability based on the
network conditions [42]. Furthermore, the framework does
not limit itself to immersive media delivery but can support
application domains such as the internet of things (IoT), smart
cities, and industry 4.0, which come with the requirement of
prioritized data delivery, especially on lossy networks [43],
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[44]. In addition, developments at IETF to enable deploying
an HTTP/3 proxy using the MASQUE protocol can com-
plement the proposed mechanism to reduce the end-to-end
delays through content caching. Also, since the mechanism
allows for 100% unreliable data delivery which has shown
the best performance under high packet loss, selective data
protection using FEC can be deployed to deliver the data at
lower latency.

As part of future work, we will evaluate the performance
of the proposed framework on future wireless networks and
optimize it for the scenario. In addition, we will design
an application layer mechanism to make a decision on both
quality and percentage of reliability and adapt it based on the
network conditions. To this end, we will analyze the problem
mathematically and develop an optimal model to solve the
problem. Furthermore, we will conduct subjective studies
once the V-PCC is able to decode the content under loss.
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