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Abstract—Virtual Reality, and Extended Reality in general,
connect the physical body with the virtual world. Movement
of our body translates to interactions with this virtual world.
Only by moving our head will we see a different perspective. By
doing so, the physical restrictions of our body’s movement restrict
our capabilities virtually. By modelling the capabilities of human
movement, render engines can get useful information to pre-
cache visual texture information or immersive light information.
Such pre-caching becomes vital due to ever increasing realism
in virtual environments. This work is the first work to predict
the volume in which the head will be positioned in the future
based on a data-driven binned-ellipsoid technique. The proposed
technique can reduce a 1m3 volume to a size of 10cm3 with
negligible accuracy loss. This volume then provides the render
engine with the necessary information to pre-cache visual data.

Index Terms—virtual reality, head movement modeling, texture
pre-caching

I. INTRODUCTION

In Extended Reality (XR), the consumer is immersed in a
visual environment mainly represented using a combination
of meshes and textures [1] or sometimes a full plenoptic
representation [2]. For improved realism, the amount of visual
data necessary to generate realism in the render engine has
exploded during the last years, making techniques such as pre-
caching a necessity. For the render engine to pre-cache visual
information, it should be able to predict where the participant
will be positioned or looking at [3] in the near future. Since
people have free will, it is impossible and unnecessary for
this application to exactly predict their absolute future posi-
tions [4], i.e., gaze tracking. So rather than the exact position,
this work is the first work to predict the volume of all possible
positions. This is also different from saliency research [5]
because of the need for immediate predictions rather than an
analyzable overview result. Finally, it is also different from
eye-head coordination [6] since such techniques derive the eye
gaze from the head movement.

II. PROPOSED METHOD: BINNED ELLIPSOID

This data driven model links every movement made by
the headset to an ellipsoid around its next movements. The
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Fig. 1: The last movement, namely current position minus previous
position, corresponds to a bin (Id) which matches to one of these
ellipsoids. The volume of the ellipsoid is the prediction resulting in
several accurate predictions (green) and several inaccurate predictions
(red).

model will transform the continuous input space of the known
movements into a discrete space. In practice, this means that
every movement will be mapped to a bin containing similar
movements. Every bin contains a multitude of possible future
positions, all related to near identical preceding movements.
When queried, the model will calculate the current movement
and look up the corresponding bin. As illustrated in Fig. 1,
an ellipsoid will be constructed around the union of all future
positions, and this will form the prediction. Algorithm 1 shows
pseudo code for generating predictions with the proposed
model. The bin size decides which movements will be mapped
to the same bin. The vector space does not have to be
distributed uniformly; the bin sizes can differ per axis. Head
mounted displays often move on a horizontal plane (along the
x and z axis) and move less frequently upwards or downwards
(along the y axis). Consequently, the bin size for the y axis
can be reduced.

Changing bin size allows for tuning the performance of the
model the model. On the one hand, bin size has to be small
enough, otherwise all relative movements would be mapped
to the same bin. The model would not be able to differentiate
between the different relative movements, resulting in the same
prediction regardless of the input state. On the other hand, bin
size has to be large enough so that enough relative movements
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Algorithm 1: Training procedure
Input: dataset (relative positions), Bsize (bin size)
Output: M :Bin number (key) - ellipsoids (value) pairs

1 M ← empty hashmap // <3D vector, List of ellipsoids>

2 for Pos in dataset do
3 LastMovement← Poscurrent − Posprevious
4 Id← LastMovement/Bsize
5 for Posnext in Pos do
6 NextPosition← Posnext − Poscurrent
7 Save Pos, Id,NextPosition

8 for Pos with equal Id do
9 Ell ← ellipsoid around NextPositions

10 Insert (Id,Ell) into M

11 return M

from the training dataset get mapped to the same bin.
Considering computational complexity, the prediction pro-

cess can be reduced to searching the list of ellipsoids for a
given bin number and this requires constant time, O(1), as the
data is stored in a hashmap without duplicate keys.

III. RESULTS

Ten different test subjects were tracked, each for a duration
of 25 minutes. Eight test subjects form the training dataset
while the remaining two are used for testing the model. The
test included three movies, namely Special Delivery, Invasion,
Rain or Shine, and two games, namely Space Pirate Trainer
and Sophie’s Guardian. During the movies, the user typically
did not walk much, but they were inclined to look around in
the scene because the stories take place in different viewing
directions. The games, on the other hand, induced rapid and
more extreme movements.

The proposed technique is evaluated on its possibility to pre-
dict 10 future samples. For our 90Hz headset, this corresponds
to 111ms. The possibility to predict such a timeframe in the
future is sufficient for local pre-caching operations (from Hard
Disk Drive to render engine) and still usable for fast internet-
based caching purposes (from cloud to render engine). The
accuracy is determined by counting the percentage of next
positions that lie within the predicted volume.

Fig. 2 and 3 show the accuracy and the volume of the
predictions using various bin sizes. As can be observed in
Fig. 2, the bin size can be reduced to 0.002 without significant
impact on accuracy. To restrict inaccuracies to outliers only,
the bin size should be set to 0.004. At these bin sizes, predicted
volumes can be reduced from the 1m3 total size down to values
around 10cm3.

IV. CONCLUSION

The ever-increasing realism in virtual environments requires
massive amounts of light information such as textures. Render
devices are limited in their possibilities and therefore require
texture pre-caching techniques. Such techniques need an idea
about future viewing positions of the player. In VR environ-
ments, such future viewing positions are linked to the physical
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Fig. 2: Prediction accuracy of the head movement depending on bin
size. Closer to 1.0 is better.
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Fig. 3: Size of the volume in cm3 in which the future head position
can be expected in function of bin size. Smaller is better.

head movement of the user. Therefore, predicting head move-
ment is beneficial for the VR render engine. The proposed
data-driven technique is based on binned-ellipsoids and is the
first technique able to accurately predict the volume in which
the head will be positioned in the near future. With spatial
volumes in the order of magnitude of 10cm3, the position of
the head can be predicted 111ms in the future. Such timing
is enough to pre-cache visual information even from cloud-
based services. In the future, gaze direction information will
help reducing the volume by incorporating viewing-direction
specific dimensions.

REFERENCES

[1] B. Andries, J. Lemeire, and A. Munteanu, “Optimized wavelet-based tex-
ture representation and streaming for gpu texture mapping,” in 2015 IEEE
International Conference on Consumer Electronics (ICCE), pp. 651–652,
2015.

[2] R. Verhack, T. Sikora, G. Van Wallendael, and P. Lambert, “Steered
mixture-of-experts for light field images and video: Representation and
coding,” IEEE Transactions on Multimedia, vol. 22, no. 3, pp. 579–593,
2020.

[3] A. Kar, S. Bazrafkan, C. C. Ostache, and P. Corcoran, “Eye-gaze systems
- an analysis of error sources and potential accuracy in consumer elec-
tronics use cases,” in 2016 IEEE International Conference on Consumer
Electronics (ICCE), pp. 319–320, 2016.

[4] N. Stein, G. Bremer, and M. Lappe, “Eye tracking-based lstm for
locomotion prediction in vr,” in 2022 IEEE Conference on Virtual Reality
and 3D User Interfaces (VR), pp. 493–503, 2022.

[5] V. Sitzmann, A. Serrano, A. Pavel, M. Agrawala, D. Gutierrez, B. Masia,
and G. Wetzstein, “Saliency in vr: How do people explore virtual envi-
ronments?,” IEEE Transactions on Visualization and Computer Graphics,
vol. 24, no. 4, pp. 1633–1642, 2018.

[6] J. Murakami and I. Mitsugami, “Vr-based eye and head motion collection
for modeling their coordination,” in 2019 IEEE 8th Global Conference
on Consumer Electronics (GCCE), pp. 1049–1050, 2019.


	I Introduction
	II Proposed Method: Binned Ellipsoid
	III Results
	IV Conclusion
	References

