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Abstract—Manipulated images are a threat to consumers
worldwide, when they are used to spread disinformation. There-
fore, Comprint enables forgery detection by utilizing JPEG-
compression fingerprints. This paper evaluates the impact of the
training set on Comprint’s performance. Most interestingly, we
found that including images compressed with low quality factors
during training does not have a significant effect on the accuracy,
whereas incorporating recompression boosts the robustness. As
such, consumers can use Comprint on their smartphones to verify
the authenticity of images.

Index Terms—Image Forensics, Forgery Detection, Forgery
Localization, Deep Learning

I. INTRODUCTION

Images are spread at a rapid pace on social media, without
guarantees on their authenticity. Yet, such images could have
been manipulated using editing tools such as Adobe Photoshop
or recent Al-based software. To detect such manipulations,
forgery detection methods were developed [1]-[3].

A recent, promising method is Comprint [4], which utilizes
compression fingerprints to detect forgeries in images. The
underlying assumption is that the forged area underwent dif-
ferent compression than the real area, thus generating another
compression fingerprint. In other words, inconsistencies in the
compression traces of an image suggest manipulation.

This paper evaluates the impact of the training data used
to create a comprint. For the purpose of this short paper, we
limited the analysis to verifying if using a larger dataset with
lower JPEG quality factors (QFs) is beneficial, and if incor-
porating recompression examples during training increases the
robustness against recompression.

II. IMAGE FORGERY DETECTION USING COMPRINT

To detect forgeries, the Comprint-algorithm transforms an
image to a compression fingerprint or comprint. Then, the
comprint is transformed to a heatmap which clusters the
comprint in two regions (i.e., a real and fake region).

We train a Convolutional Neural Network (CNN) to trans-
form an image to a comprint. First, the CNN is pre-trained to
estimate the JPEG compression artifacts in an image. Then,
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we further apply Siamese training [5]. That is, the training is
performed per pair of images: each pair either underwent the
same or different compression. During training, the distance
between two comprints of a pair that underwent the same
compression should be small (i.e., they ideally create the same
comprint). In contrast, a pair with different compression should
have a large corresponding distance.

After the CNN is trained, the extracted comprint is trans-
formed to a heatmap that localizes potential forgeries. This
is done by first extracting co-occurrence-based features [6],
and then feeding these multi-dimensional features to an
Expectation-Maximization algorithm [7]. In this way, each
pixel of the image is assigned a continuous number which
represents the likelihood of it belonging to either the forged
or pristine region. In other words, a heatmap is created that
can be used for forgery localization.

III. EVALUATION: TRAINING DATA IMPROVEMENT

We evaluate the impact of changing the training data on
Comprint. The training, validation and test images are obtained
from the RAISE dataset [8]. From this dataset, 1000 images
were randomly selected for training, another 100 for valida-
tion, and 50 for testing. The training and validation images
were converted to grayscale, resized to 200x200 pixels, JPEG
compressed with certain QFs, and optionally recompressed.
To evaluate the effect of using more QFs and recompression,
we created three versions of the training dataset, resulting in
three models:

« HighQF: QFs in {50, 55, 60, 65, 70, 80, 90}.

» WideQF: QFs in {20, 25, 30, 35, 40, 50, 60, 70, 80, 90}.

In other words, it includes lower QF values than HighQF.

o HighQFRec: Same QFs as in HighQF ({50, 55, 60, 65,

70, 80, 90}), as well as recompression with Recompres-
sion QFs (Rec. QFs) in {50, 55, 60, 65, 70, 80, 90}.
Recompression is performed with 50% probability.

The test images were converted to grayscale and resized
to 1000x1000 pixels. Then, we created so-called composite
images consisting of two halves: the left half was compressed
using a QF in the set {20, 25, 30, 35, 40, 45, 50, 55, 60,
65, 70, 75, 80, 85, 90}, and the right half with a QF that is
10 higher than the left half. Then, the resulting image is both
saved as PNG (i.e., lossless compression), and recompressed
using JPEG with QFs {50, 60, 70, 80, 90, 95, 100}. As such,
one half should be detected as forged and the other as pristine.
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Fig. 1. The performance of the three evaluated models on composited images.
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Fig. 2. Performance on recompressed dataset. (a) HighQF is not robust to
recompression, whereas (b) HighQFRec is robust to up to a Rec. QF of 60.

We evaluate the accuracy using Matthew’s Correlation Co-
efficient (MCC). The MCC is defined in (1), and characterizes
the correlation between the predicted and true classifications.
A higher MCC value (closer to 1) reflects a better prediction.
As the value of this method depends on the detection threshold,
we report the maximum MCC value over all thresholds.

TP-TN —-FP-FN
MCC =

/(TP + FP)(TP+ FN)(TN + FP)(TN + FN)
(1

In Fig. 1, the MCC values are given for all three models on
the test composite dataset without recompression, for a range
of QF pairs (each with a difference of 10). We can see that
better performance is achieved for higher QF pairs, regardless
of the model. The drop in performance for the highest QF
pair using all three models can be explained by the fact that a
QF of 100 was not included during training. When comparing
HighQF and WideQF, we observe that including lower QFs
during training does not significantly boost the performance
of low QF pairs. In contrast, it decreases the performance
in higher QF pairs. Therefore, we recommend using only
relatively high QFs (e.g., 50 and higher) during training, which
are also mostly used in practice.

In Fig. 2a and Fig. 2b, the MCC values are given for
HighQF and HighQFRec, respectively, on the recompressed
test composite dataset. We observe that HighQF is not robust
against recompression at all: even when recompressing the
composite images with a Rec. QF of 95 (i.e., resembling
visually lossless compression), the performance drops sig-
nificantly. In contrast, HighQFRec demonstrates robustness
against recompression. Only when recompressing the compos-
ite images with a Rec. QF of 60 or lower, the performance
is as low as HighQF. Therefore, we recommend including
recompression in the training dataset. However, note that this
comes at the cost of a slightly reduced performance on the
test composite dataset without recompression (see Fig. 1).

IV. CONCLUSION

This paper evaluated the impact of training data to create
Comprint, an image forgery detection method. We conclude
that having a training dataset with relatively high quality
factors is sufficient, i.e., including relatively low quality fac-
tors during training does not contribute much. Incorporating
recompression during training, on the other hand, does have
a positive effect on the performance against recompression
attacks. Therefore, we advise including recompression during
training to boost the Comprint’s robustness in the wild.
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