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Abstract—We noted that communication performance of a
Bluetooth Low Energy connection is heavily affected by the radio
interference from other connections or networks. Reliability is
becoming a key requirement in Bluetooth Low Energy for its
use in various Internet of Things applications. Hence, there
is a widely recognized need for an in-depth study to reveal
the parameters impacting Bluetooth Low Energy reliability
under such radio interference. In this paper, we investigate how
transmission parameters, e.g. number of packets and packet
transmission time, influence reliability of the Bluetooth Low
Energy protocol. Specifically, a mathematical model is presented
to explore the impact of the transmission parameters on the
reliability of a Bluetooth Low Energy pair under interference
caused by other pairs. This mathematical model is able to
show the reliability issues from both the side of the Bluetooth
Low Energy connection under interference and the side of the
interference itself. The model is validated and novel insights on
common usage of Bluetooth Low Energy parameters by a wide
range of experimental evaluations are provided. Experimental
results highlight the correctness of the mathematical model,
thus quantify the interplay between transmission parameters
and coexistence, also the influence of other related parameters.
This research provides a design-level or system-level insight in
Bluetooth Low Energy usage and deployment.

Index Terms—Bluetooth Low Energy (BLE), mathematical
model, transmission parameters, BLE interference, reliability.

I. INTRODUCTION

THE Internet of Things (IoT) is a concept describing a
network of physical objects [1]. This concept is widely

employed in all aspects of human life, such as healthcare
and industry [2, 3, 4]. A crucial element in IoT systems is
wireless communication [5]. Various wireless communication
protocols exist, aiming at different IoT applications. Bluetooth
Low Energy (BLE) is one of the most used building blocks
of many low range and energy efficient IoT systems [6].
As a popular wireless protocol, BLE works in the 2.4 GHz
frequency band, i.e. the worldwide industrial, scientific and
medical (ISM) band. Inside this frequency band, BLE faces
interference challenges due to other wireless protocols, known
as external interference, and other neighboring BLE connec-
tions, known as internal interference [7]. Furthermore, research
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has shown that interference can induce transmission failure,
compromising the reliability of BLE communications [8, 9].

Both internal and external interference occur due to the
heavy occupation of the 2.4 GHz frequency band [10]. To
counter the transmission failure caused by external interfer-
ence, BLE divides the 2.4 GHz band into different channels
and uses adaptive frequency hopping (AFH) [11]. This tech-
nology applies channel selection algorithms (CSAs) to hop
pseudo-randomly among the different BLE channels during
communication [12, 13]. New CSAs are being developed
to further decrease the transmission failures under external
interference, such as Wi-Fi [14]. In previous work, we have
shown the significant impact of Wi-Fi interference, i.e. external
interference, on a BLE connection [14]. Furthermore, we also
provided a link layer solution to provide reliability in the
BLE communication under both static and dynamic external
interference.

External interference can be mostly avoided by the AFH
technology and the improvements proposed for it [14, 15].
However, when it comes to internal interference, the AFH
is not effective anymore [16]. With the nature of being a
pseudo-random number generator, hopping pseudo-randomly
in the 2.4 GHz frequency band does not help BLE devices
avoid other neighboring BLE connections, since all the BLE
devices apply the same AFH scheme [11, 17]. According
to [16], when the number of BLE connections is over 20,
no matter which channel a BLE connection hops to, it always
encounters other BLE connections on it. Although the study is
based on simulation, it encourages further investigations into
the internal interference between BLE connections. The impact
of internal interference on the BLE energy consumption and
latency has been reported in [18]. It is also confirmed in some
realistic scenarios, such as hospital [19]. According to [19],
the internal interference between BLE connections impacts the
reliability of BLE medical devices. The impact factors include
but are not limited to BLE parameters, distance and on-body or
off-body deployment, which emphasizes the importance of the
design and deployment of BLE connections. To better design
and develop BLE networks, it is essential to understand and
model the transmission failure on a channel-level taking into
account the many parameter settings of BLE.

Hence, in this paper, the impact of the transmission param-
eters, i.e. the number of packets and the packet transmission
time, on the transmission failure and coexistence between
two BLE pairs is modelled and experimentally validated.
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This can be linked to a common use case, such as one
BLE pair as a laptop with a wireless mouse or keyboard
and the other as a smartphone with a smart watch. The
use case is not reliability-critical but occurs everywhere, and
such interference does impact multiple performance aspects
of BLE communications [20, 21, 9]. It is worth mentioning
that, to the best of our knowledge, this paper is the first
one thoroughly quantifying the relationship between BLE
connection parameters and its connection reliability. There
are no existing approaches that can accurately explain the
interference between multiple BLE pairs yet. Also note that
this paper only discusses the interference between BLE pairs
instead of other interference on BLE. While less realistic, it
serves as a good starting point for further study or development
of BLE. The significance of the developed model is to explain
the BLE connection reliability challenge on frequency- and
time domain through numbers and formulas. Rather than just
providing a rough trend, the impact of various parameters
is accurately calculated. This novel model can be useful in
multiple cases. For example, researchers and engineers, such
as BLE special interest group who writes the BLE standard,
may use it for further improvement for BLE communications.
It can also be further valorized into a more user-friendly
version for BLE users to better deploy their BLE devices.
Clear insights of the interference between BLE pairs are given
so that a clear path of analyzing the BLE interference is
provided for academic and industry, which may save time and
effort for related investigations. The contributions provided
in this paper are summarized as follows:

1) A mathematical model of a single BLE pair under the
interference of another BLE pair is derived. The model
provides a useful tool at the design and development
stage to evaluate the impact of various parameters on
transmission failure. It enables the prediction of how
the packet transmission time and the number of packets
affect the transmission failure probability between the
two neighboring BLE pairs, which does not take envi-
ronmental noise into account.

2) The mathematical model is validated using different
BLE parameters through extensive experiments. Many
other and more complicated scenarios, such as dynamic
strength of the interference, can be employed to further
validate the model. However, this is beyond the scope
of this paper and is regarded as future work.

3) The impact of every parameter in the mathematical
model is illustrated and explained in detail to have a
clear look on how they affect the reliability between
two BLE pairs. It is worth noting that the objective of
the model is to reveal the influence of all frequency
and time parameters on the reliability between two BLE
pairs, which can be considered as a starting point for
more reliable connections. To increase BLE reliability,
the model can help fine-tune BLE transmission pa-
rameters. However, expecting fine-tuning to completely
address all reliability issues, e.g. external interference,
is impossible. We consider this research can serve as a
cornerstone for internal interference control and large-

scale BLE network management, also an inspiration for
the modeling of BLE under external interference.

The paper is organized as follows. In Section II, the rela-
tionship between this paper and some state-of-the-art scientific
literature is discussed. In Section III, the mathematical model
is introduced and an analysis to study the impact of transmis-
sion parameters and other related parameters is performed.
In Section IV, a description of the experimental setup that is
used to prove the mathematical model is shown. The results of
the experiments and a comparison between the mathematical
model and the experiments are provided in Section V. In
Section VI, we conclude this paper with some final remarks
and our possible future work.

II. RELATED WORK

In the following, to the best of our knowledge, the most
meaningful studies related to this paper in scientific literature
are mentioned and analyzed.

Karvonen et al. presented a performance evaluation of
the BLE technology under ZigBee interference [22]. They
introduced an analytical model to compute the packet error
rate of BLE communication under ZigBee interference. Addi-
tionally, they proved the validity of their model by practical
experiments under ZigBee interference. In this paper, focus is
on neighboring BLE connections, which was not included in
the work of Karvonen et al..

Hajizadeh et al. analyzed the coexistence between BLE and
IEEE 802.15.4 TSCH in the 2.4 GHz frequency band in [23].
In their work, a probabilistic analysis of collision-free commu-
nications in the MAC layer for coexisting BLE and TSCH is
presented. They also set up simulation models and provided an
experimental evaluation to verify the analytical results. Again,
the analysis was only conducted between different wireless
protocols and not between neighbouring BLE connections as
is the focus of this paper.

Spörk et al. investigated experimentally the performance of
BLE under Wi-Fi interference and proposed mechanisms to
sustain a high link-layer reliability while minimizing power
consumption. The idea was to promptly blacklist poor channels
and select another physical mode. The mechanisms have
been tested through experiments and proved to increase the
reliability of BLE connections by up to 22%. However, their
mechanisms focus on the external interference, i.e. Wi-Fi,
instead of the internal interference.

The performance of BLE was evaluated under different sce-
narios and interference environments such as inter-vehicular
communication, mutual interference, and realistic wireless
environments in [24, 25], and [26]. However, these works
are all based on an experimental evaluation only, instead of a
theoretical analysis, and are therefore unable to provide deep
insights of the BLE performance under interference.

Freschi and Lattanzi investigated the role of the packet
length on the reliability and energy efficiency of low-power
medium access protocols [27]. They assessed the performance
of Contiki’s default medium access control protocol, which is
called ContikiMAC, in terms of packet loss rate and energy
efficiency for varying payload lengths. A mathematical model
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Fig. 1. Interference principle between the victim BLE pair and the disturber
BLE pair.

was built and extensive experiments were performed to study
the correlation between packet size and interference. They
finally confirmed the impact of packet lengths on reliability
under interference for ContikiMAC protocol. However, the
research object of this paper, the BLE protocol, is much
different from the ContikiMAC. Hence, it is impossible to
adopt their model and results directly to the BLE protocol. An
extra limitation of the investigation performed by Freschi and
Lattanzi is that they only studied the impact of one parameter,
i.e. the packet length, while in reality multiple parameters have
an impact on the reliability.

III. MATHEMATICAL MODEL AND ANALYSIS

This section first presents definitions used for the system
setup and for the interference model. Next, the mathematical
model for BLE transmission failure is derived. Finally, an an-
alytical study of BLE communication reliability is performed
by using the mathematical model.

A. System Model and Interference Definition

In order to evaluate various aspects of the BLE transmis-
sion, e.g. reliability, a minimal system model (see Fig. 1) is
presented. It is composed of two pairs of BLE devices, one
as an interference victim connection (victim), the other one
as an interference generator connection (disturber). Each of
them executes as a normal BLE pair/connection containing
a central (master) and a peripheral (slave). The victim is a
central-peripheral BLE connection that senses the interference.
Its normal function can be disrupted by interference. The
disturber is also a central-peripheral BLE connection, however,
it generates strong communication signals as interference, and
it tries to disrupt the normal function of the victim. In the
minimal system model, the desired signal of the BLE victim
pair is the packets from its own connection, while all the
packets from the BLE disturber connection are considered as
the interference signal.

The received signal at the receiver is the sum of the desired
signal itself and all other disturbances [28]. That is why, when
two or more packets are transmitted on the same frequency
at the same time between two or more BLE connections, a
transmission failure can occur.

In BLE communication process, every packet sent from the
central to the peripheral is followed by a packet from the

peripheral to the central (see Fig. 1) [29]. All the packets
are aligned on a timeline according to a connection interval
(CI) negotiated by the BLE pair, i.e. the central and the
peripheral. A connection event (CE), the effective part of a
connection interval, starts with a packet from the central and
ends with a packet from the peripheral, alternating between
them [30]. Many previously developed communication and
interference models focus on other protocols, which renders
them unsuitable for BLE.

The interference principle between BLE pairs is depicted
in Fig. 1. When two or more BLE pairs in a same region
are on the same channel and their connection events overlap,
there is a high chance of packet collisions. Except CSAs
for interference avoidance in the whole spectrum, the BLE
protocol has no methods for collision or interference avoidance
when BLE connections are on the same channel. Only the
BLE data channels are discussed in this paper. Setting up a
connection between the central and the peripheral is done
using the advertisement channels and is not considered in
this paper. According to the transmission parameters, which is
the packet transmission time and the number of packets, the
interference probability differs. The interference is simplified
by defining it as any collision of packets, no matter if they
originate from the central or the peripheral. Note that all the
signals are represented in a binary form (on and off).

B. Mathematical Model

From the system model and the interference principle in
Fig. 1, a mathematical model can be described providing
insights on the BLE interference and transmission failure.
The goal of this mathematical study is to have an equation
that describes the relations between various BLE connection
parameters and the transmission failure probability.

If the same channel is used, Fig. 1 shows that interference
can only occur when (I) the connection events overlap and
(II) the packets collide. Hence, there are two probabilities
defining interference that need to be derived, the probability
of the connection event overlap and the probability of a packet
collision within that connection event. After that, using another
probability related to bit error rate (BER), the two probabilities
can be converted to the transmission failure probability in
reality [31].

Note that the mathematical model is first developed on a
single data channel, which means the victim and the disturber
are occupying the same channel. It is for the simplicity of
mathematical derivation. Then the model is further developed
on the full spectrum in the analytical study by dividing it by the
number of data channels in BLE, namely 37. Besides, relevant
experiments are also undertaken and displayed afterwards to
prove that the model complies with the BLE standard. Note
that in the development of the model, it is assumed that no
matter how large the signal to noise ratio at the victim is, it
can always hear the disturber. The signal to noise ratio and
its consequences are introduced in the model starting from
equation (13).

In one connection interval of the BLE victim (CIV), there
is only one connection event (CEV), the remaining time of the
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Fig. 2. Connection event overlap principle between the BLE victim and the
BLE disturber. A BLE victim connection interval is considered, to illustrate
the overlap probability inside the connection interval. Note that the situation
when the CED starts before CEV is also considered but not drawn in the figure.

CIV, no packets are sent (see Fig. 2). To avoid an overlap,
the connection event of the disturber (CED) should stay in
the contention-free period of the CIV. Thus, the range within
which the CED can shift and not interfere with the CEV is:

Range = CIV − CEV − CED (1)

Assuming that a CED may emerge anywhere inside a
CIV and the probability of its location in time is the same
everywhere in that one CIV, the probability of not having an
overlap between CEV and CED can be derived as:

PCIV
no overlap =

Range
CIV

=
CIV − CEV − CED

CIV
(2)

In a CIV, the probability of overlap between its CEV and a
CED is then:

PCIV
overlap = 1− PCIV

no overlap =
CEV + CED

CIV
(3)

Equations (2) and (3) are only defined for one CIV and
CID, and do not take into consideration the relation between
multiple CIVs and CIDs. Since a pair of BLE devices hardly
changes the connection interval during their connection, it can
be considered a constant. This results in a fixed rate of overlap
between the BLE victim and the disturber over a time period
equal to t. For instance, when the CIV equals 20 ms and the
CID equals 10 ms, the result is 2. It suggests that each CIV

overlaps with, or covers 2 full CIDs. By involving this rate
of overlapping, the relation between a single CIV and CID are
further developed into the relation between multiple CIVs and
CIDs. The rate can represented by:

Rate = (
t

CID
)/(

t
CIV

) =
CIV

CID
(4)

and t
CID

and t
CIV

as the number of connection intervals in
a period t. Taking this into account, equation (3) is further
developed into:

CEV + CED

CIV
· Rate =

CEV + CED

CID
(5)

providing the total probability of connection event overlap
between the victim and the disturber over multiple CIVs.

Equation (5) shows that the probability of overlap relates
to both connection events and one of the connection intervals
(CID). According to the BLE specification, a connection inter-
val can range from 7.5 ms to 4 s [17]. The maximum length of
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Fig. 3. Packet collision principle between the BLE victim and the BLE
disturber. (a) shows a realistic packet arrangement in BLE connections
(Packets may have different transmission time.) while (b) shows a simplified
packet arrangement (Packets have the same transmission time.).

the connection event is only 150 µs less than the connection
interval, thus occupying nearly the entire connection interval.
In addition, the CEV is independent of CID and can therefore
be much larger than CID. This fact may lead to a probability
higher than 1 in equation (5), while the probability of an event
should always be a number between 0 and 1 [32]. In fact, a
larger probability than 1 means that there is always overlap,
as the connection free periods on the CIDs are too small. As
a realistic instance, imagine there are two connections with
each a different connection interval of 1 s and 1.5 s. If these
connection intervals need to be scheduled within a period of
2 s, they definitely overlap with one another, which leads to
an overlap probability of 100%, instead of 1+1.5

2 = 125%.
Therefore the probability of overlap between CEV and CED is
finally written as:

Poverlap = min(1,
CEV + CED

CID
) (6)

When two connection events overlap, there is a possibility
that a packet collision may happen. Packets in a connection
event may differ in transmission time as shown in Fig. 3 (a),
while the inter frame space (IFS) between every two packets
has a fixed length of 150 µs. Accordingly, to avoid packet
collision, the BLE victim packets must either be sent outside of
the BLE disturber connection event as defined by 1−Poverlap, or
be sent within the disturber IFS, which means that the packets
have to be smaller than 150 µs. As a result, the probability of
no packet collision when connection events overlap is equal
to the probability of each BLE victim packet set within all of
the disturber IFSs.

To have an accurate result, the probability for all the BLE
victim packets has to be calculated separately due to the
possible difference of the victim packet transmission time
(PTV). The reasoning behind this calculation is similar to
Poverlap with the difference that there may be multiple IFSs
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since there can be multiple packets in a connection event.
Here, we first calculate the probability of no packet collision
between one victim packet and multiple IFSs, i.e. the whole
victim packet stays within the IFSs, and it is derived as:

Pn
no collision =

n∑
i=1

IFSi
D − PTV

CED
= n · IFSD − PTV

CED
(7)

in which n is the number of packets in the CED and is always
even. Since all the IFSi

D are equal to 150 µs, equation (7) is
further simplified.

The packet transmission time PTV ranges from 80 µs to
2120 µs for the LE 1M PHY data rate which is one of the
most commonly used data rates in BLE. This results in a
value lower than 0 when PTV > IFSD. When the PTV is
larger than the IFSD, the victim packet either collides with
the disturber packet in front of or the one behind it. Similar
to the explanation of Equation (6), a probability should stay
within 0 and 1. Hence, when PTV > IFSD, which leads to
IFSD − PTV < 0, the probability should be considered 0
instead of a negative value. Thus the probability of having
no collisions for one BLE victim packet should be written as:

Pn
no collision = max(0, n · IFSD − PTV

CED
) (8)

The equation above only calculates the probability of hav-
ing no collision for one BLE victim packet. To know the
probability of no collision for multiple BLE victim packets,
equation (8) must be used multiple times. Considering an even
number m packets inside the BLE victim connection event,
the probability of having no collisions between m BLE victim
packets and n BLE disturber packets is written as:

Pmn
no collision =

m∏
i=1

max(0, n · IFSD − PTi
V

CED
) (9)

As we can see, equation (9) can be difficult to use when
there is a lot of variability of the packet transmission time.
To further simplify equation (9), Fig. 3 (b) is introduced.
The difference between Fig. 3 (a) and Fig. 3 (b) is the
packet transmission time of both the BLE victim and the
BLE disturber. In Fig. 3 (b), we simplify the connection
events by changing all the packet transmission time into the
average packet transmission time. Since all the BLE victim
packets are now considered to have the equal transmission
time, equation (9) can be simplified to:

Pmn
no collision = max(0, n · IFSD − PTV

CED
)m (10)

where PTV is the average packet transmission time in a
connection interval of the BLE victim. Note that there are
some errors introduced due to the simplification. According
to our theoretical study, errors are either zero or minor even
when individual packet transmission times fluctuate signifi-
cantly from the average, thus they are not shown or evaluated
experimentally in this paper. As a detailed example, given
m = n = 8, IFSD = 150, CED = 6832, and PTV =
80, 512, 912, 1312 to Equations (9) and (10), both of them
calculate the Pmn

no collision as 0.

The collision probability can now be calculated as:

Pmn
collision = 1− Pmn

no collision

= 1− max(0, n · IFSD − PTV

CED
)m (11)

Finally, the total interference probability on a connection-
interval level Pinterference is the combination of the probability of
having a connection event overlap (Poverlap) and the probability
of having a packet collision (Pmn

collision). The total interference
probability can be defined as:

Pinterference = Poverlap · Pmn
collision

= min(1,
CEV + CED

CID
)

· (1− max(0, n · IFSD − PTV

CED
)m)

(12)

When interference occurs, it does not necessarily mean that
the transmission would fail. Only when the interference causes
some errors in the packets, one can assume the packet is
lost [27]. The probability of at least one bit error during
transmission, i.e. Perror, is defined by equation (13), where
BERV indicates the BER at the BLE victim side and LV

represents the number of bits in a PTV [22, 33]. In this
paper, the BLE disturber is considered the interference source,
therefore, the BERV is mostly produced by the interference
from disturber pair. Note that the BLE physical mode used in
this paper is LE 1M PHY, thus there is no error correction code
introduced. However, when an error correction technology is
used (like the LE Coded S2/S8 in BLE 5), the BERV from that
coded channel should be used. Indeed, the BER will be lower
for a coded channel compared with an uncoded channel in an
equal scenario.

Perror = 1− (1− BERV)
2·LV (13)

The BERV is a metric that defines the average BER of
a victim packet in a specific interference situation [34]. It
depends on the percentage-wise overlap between a BLE victim
packet and a BLE disturber packet as well as the signal to
noise ratio, etc. In this paper, we assume the BERV is known.
Modeling the BERV in accordance with the BLE disturber’s
parameters is planned as future work. Also note that this
equation is calculating the probability of two packets (2 · LV),
since in BLE communications, to avoid transmission failure,
both packets from the central and the peripheral have to be
successfully transmitted.

Considering the probabilities defined in equations (12) and
(13), the probability of a transmission failure (PTF) is finally
written as:

PTF = Perror · Pinterference

= (1− (1− BERV)
2·LV)

· min(1,
CEV + CED

CID
)

· (1− max(0, n · IFSD − PTV

CED
)m)

(14)

The logic to calculate PTF like this can be concluded into
two points. The first condition for the transmission failure to
occur is that the BLE victim connection is under interference.
The second condition is that there are errors within the packets
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exchanged between the victim central and peripheral. These
two conditions occur with probabilities of Pinterference and Perror

respectively. A reasonable assumption of this paper is that the
packet errors only occur when the BLE connection is under
interference. Hence, the transmission failure probability PTF

is calculated as the product of Pinterference and Perror, as shown
in equation (14).

C. Analytical Study

In this section, some analytical study about the mathemat-
ical model is conducted theoretically. Equation (14) gives a
thorough look at the transmission failure probability between
the BLE victim and the disturber. To do a deep analytical study
in BLE communication using this equation, more BLE details
must be included.

1) Impacting Parameters: In BLE communication, a con-
nection interval contains only one connection event [17]. The
connection event is composed of packets from both the central
and the peripheral separated by an IFS in between every two
packets. By replacing the connection event variables (CEV,
CED) with PT and IFS, equation (14) can be written as:

PTF = (1− (1− BERV)
2·LV)

· min(1,
m · (PTV + IFS) + n · (PTD + IFS)

CID
)

· (1− max(0, · IFS − PTV

PTD + IFS
)m)

(15)

where the CE is represented by x·(PT+IFS) with x the number
of packets in the connection event. All the IFSV and IFSD are
represented by IFS, since all the IFSs have a fixed length of
150 µs.

Equation (15) shows that the probability of a transmission
failure is determined by these parameters:

(a) The number of packets m in a CEV

(b) The number of packets n in a CED

(c) The average packet transmission time of the BLE victim
PTV and the average number of bits inside that packet
LV

(d) The average packet transmission time of the BLE dis-
turber PTD

(e) The connection interval of the BLE disturber CID

(f) The inter frame space of the victim and the disturber
IFS

(g) The BER at the BLE victim BERV

2) Real Scenario: The BLE specification stipulates all BLE
devices should use AFH to avoid interference. It defines
37 channels for data exchange between the BLE devices.
According to literature, the probability of each channel to be
used is approximately uniformly distributed [11, 12]. Although
the mathematical model is derived for the probability of trans-
mission failure on a single channel, it is directly applicable to
the whole spectrum. The explanation is that the measurement
of BERV decides the scope of the application of equation (15).
When the BERV is measured on a single channel, the equation
should be used to calculate the transmission failure probability
for that channel. While if the BERV is measured for the whole
spectrum, the equation can be directly applied to all the 37

Fig. 4. Expected probability of transmission failure (PTF) as a function of
number of packets inside the BLE victim connection interval (m). Parameters:
m = 2 - 10, n = 2, PTV = 512 µs (payload: 50 bytes), LV = 512 bits, PTD =
512 µs (payload: 50 bytes), CIV = 7.5 ms, CID = 7.5 ms, IFS = 150 µs.

data channels. To distinguish with PTF, the transmission failure
probability over all the 37 channels is written as PTF 37 and
introduced in equation (16).

PTF 37 = PTF (16)

3) Reliability: The transmission failure probability closely
relates to the reliability of the BLE communication. Normally
the reliability of a wireless protocol is represented by the
packet loss rate (PLR). Equation (15) calculates the probability
of a transmission failure on the connection interval level.
Hence, it is supposed that the PLR of the BLE communication
should be close to the outcome of the equation, since a
packet loss normally means a transmission failure. Therefore,
the total probability of transmission failure PTF 37 might be
used to quantify the reliability of the BLE connection. So the
reliability can be estimated as the following:

Reliability ≈ 1− PTF 37 (17)

4) Case Study: Using equations (14) and (15), it is con-
venient to study the impact of the transmission parameters,
the number of packets and the packet transmission time, on
the transmission failure and the coexistence between the BLE
pairs. In what follows, some examples are given from the
presented mathematical model.

The probability of a transmission failure (PTF) as a function
of the number of packets inside the BLE victim connection
interval (m) and the (average) BLE victim packet transmission
time (PTV) are plotted in Fig. 4 and Fig. 5, respectively.

Fig. 4 is shown under an assumption of a number of fixed
parameters, including the number of packets inside the BLE
disturber connection interval (n = 2), both the average BLE
victim packet transmission time (PTV) and the average BLE
disturber packet transmission time (PTD) as 512 µs, both the
BLE victim connection interval (CIV) and the BLE disturber
connection interval (CID) as 7.5 ms, and the IFS as 150
µs. Also the assumption is made that the BER on the BLE
victim side, i.e. BERV, is a constant value of 1e-4, 1e-3 or
1e-2. This assumption replicates environments with different
levels of interference, and the constant values indicate that
BLE parameters such as transmission power and distance do
not change. The number of packets inside the BLE victim
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Fig. 5. Expected probability of transmission failure (PTF) as a function of
average BLE victim packet transmission time (PTV). Parameters: m = 2, n =
2, PTV = 80 µs - 2120 µs (payload: 0 - 251 bytes), LV = 80 bits - 2120 bits,
PTD = 512 µs (payload: 50 bytes), CIV = 7.5 ms, CID = 7.5 ms, IFS = 150
µs.

connection interval (m) is the independent variable ranging
from 2 to 10 since 10 is the maximum number of packets, with
packet transmission time of 512 µs, that can be accommodated
within 7.5 ms.

Fig. 5 is generated under a similar assumption as Fig. 4.
Yet, m is now fixed to 2, while PTV ranges from 80 µs to
2120 µs (corresponding to BLE packets from 10 bytes to 265
bytes). This range limits the (average) transmission time of a
BLE victim packet, which is mentioned in BLE specifications
since version 4.2 [17].

Analyzing the two figures reveals that, first of all, there is a
linear trend of both curves from Figs. 4 and 5. With a certain
set of parameters for the BLE disturber, the probability of the
transmission failure increases linearly with the increment of
the number of the BLE victim packets inside its connection
interval or BLE victim packet transmission time.

Secondly, the large difference between the curves in both
Figs. 4 and 5 illustrates the influence of the BERV (environ-
ment). The larger the BERV, the higher the probability of trans-
mission failure. According to literature, the BERV relates to
various factors that are mainly dependent on the environment
of the practical setup itself, for example, noise, interference,
distortion, attenuation, transmission power, relative position
and location [35]. Hence, it is important but at the same time
almost impossible to control the BERV at a specific low level.
Note that the convergence of curves (2) and (3) in Fig. 5 is
due to the large BERV and LV since large BERV and LV make
the Perror close to one.

From Figs. 4 and 5, it is interesting to point out that, to
send and receive a larger amount of data under a low-BERV

environment, using multiple small packets is a more reliable
strategy than using fewer big packets. As an example, when
a 500-byte payload has to be exchanged in a 1e-4 BERV

environment, using 10 smaller packets with 50-byte payload
in each, results in a PTF of 10% shown in Fig. 4. It is more
reliable than using 2 bigger packtes with 250-byte payload in
each, resulting in a PTF of more than 20% shown in Fig. 5. Big
packets obviously result in a higher probability of transmission
failure, which is about two to three times that of small packets
when exchanging the same amount of payload such as 500
bytes. Nevertheless, under a higher-BERV environment (1e-3

or 1e-2), the mathematical model gives different results. For
instance, when the BERV is 1e-2, a smaller transmission failure
probability is achieved by using 2 bigger packets instead of
10 smaller packets. The contradictory conclusions are drawn
mainly due to the large difference of Perror under varied BERV

values.
In the transmission parameters, there are still the other two

parameters, i.e. PTD and n, impacting the transmission failure
probability. Note that changing these two parameters actually
means differing the environment.

The impact of the number of packets inside the BLE
disturber connection interval, i.e. n, is discussed mathemat-
ically. By analysing equations (12) and (15), the parameter n
could have a similar influence on the interference probability
(Pinterference) as the parameter m. By looking into the overlap
part of equation (15), the parameters n and m have a similar
effect on the connection event overlap probability since they
have similar positions in the equation, while the collision
part of the equation shows the difference, which is only m
appears. As a result, theoretically the two parameters should
affect the result differently, but actually they do not. In the
BLE specification [17], the IFS is fixed to a length of 150
µs, while a packet ranges from 80 µs to 2120 µs, using LE
1M PHY. This provides a tiny probability for the packet being
accommodated in the IFS. Hence, in most cases, as long as the
PTV is larger than the IFS, the collision part of equation (15)
is equal to one no matter the values of n and m. With this
point in mind, the parameter n provides a similar or even
equal influence on the interference probability Pinterference as
the parameter m.

However, changing the parameter n may change the en-
vironment itself, which, as mentioned before, changes the
BERV, hence the value of the equation (13) changes. Assuming
that the BERV increases, the value of the equation (13) also
increases. With all these analytical results in hand, we could
draw a temporary conclusion that the parameter n affects the
transmission failure probability similarly as the parameter m,
but should give a higher transmission failure probability.

The analysis of the impact of the BLE disturber packet
transmission time PTD is similar to the analysis for the pa-
rameter n. The conclusion is similar as well. With an increase
of the parameter PTD, the transmission failure probability also
increases. Although the transmission failure also increases
with an increase of PTV, the rise due to an increase of PTD is
larger, under the assumption of a larger BERV.

IV. EXPERIMENTAL SETUP

The experimental setup introduced in this section aims at
validating the introduced mathematical model and investigat-
ing, in detail, the impact of transmission parameters and other
parameters on transmission failure and coexistence between
BLE pairs.

The experimental setup follows the minimal system model
by placing two pairs of BLE development boards (nRF52840
DK [36]) in an office environment close to one another. Six
scenarios are defined by varying parameters like distances
and transmission powers. Each scenario represents a different
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Fig. 6. Schematic of the three designed scenarios.

electromagnetic environment. To exhaustively validate and
evaluate the proposed model, the six scenarios are designed
as in Fig. 6 and described as follows:
(a1) The CSAs are disabled in this scenario, and both the

victim and the disturber connections are forced to com-
municate on the same BLE channel. There are two
reasons behind this setting. First, it is used to simulate
a rather harsh environment for the BLE communication,
which implies that the whole 2.4 GHz frequency band is
full of interference. Second, it is also easier for readers
to have a first understanding on how the model works
since it is derived on a single channel till equation (15).
The distance between the victim/disturber central and
peripheral is within 10 cm, while the distance between
the BLE victim and the disturber is around 15 cm.
The transmission power of the BLE victim devices in
our experiment is -4 dBm while the BLE disturber is
programmed to communicate using an output power of
8 dBm. This scenario is considered as a preliminary
validation of the model.

(a2) The CSAs are still disabled in this scenario. All the
parameters of this scenarios are the same as the ones
of scenario (a1). However, the transmission power of
both the victim and the disturber devices is adjusted to
a same level, i.e. 0 dBm. This scenario simulates an
environment full of BLE connections and none of them
uses a biased transmission power, such as -4 dBm and
8 dBm.

(a3) The CSAs are enabled in this scenario, and CSA #2
is used. Except that, all the other parameters of this
scenarios are the same as the ones of scenario (a2). This
scenario simulates a realistic environment with only two
BLE pairs inside. With the CSAs enabled and unbiased
transmission power, the proposed model is validated in
this realistic environment.

(b1) Similar to scenario (a1), the CSAs are disabled in
this scenario as well. The distance between the victim
central and peripheral is changed to approximately 50
cm, whereas still around 10 cm between the disturber
central and peripheral. Furthermore, the disturber pair is
positioned around 10 cm away from the victim central.
The transmission power of the BLE victim devices is -4
dBm while the BLE disturber is 8 dBm. This scenario
is considered as a further validation of the model.

(b2) The CSAs are still disabled in this scenario. The pa-
rameters of this scenarios follow the ones of scenario
(b1). But the transmission power of both the victim and
the disturber devices is adjusted to 0 dBm. Similar to
scenario (a2), this scenario simulates an environment full
of BLE connections and all of them use an unbiased
transmission power.

(b3) All the parameters of scenario (b3) are the same as the
ones of scenario (b2), except the use of the CSAs. In this
scenario, the CSA #2 is enabled for both the victim and
the disturber. Hence, scenario (b3) can be considered a
real-world use case, with one BLE pair acting as a laptop
with a wireless mouse or keyboard and the other acting
as a smartphone with a smart watch. This scenario is
the final validation and evaluation of the model.

In the experiment, there are different experiment sets. Each
contains multiple experiment runs, which are used to find a
stable outcome. Every experiment run is a communication
session, which includes many connection intervals. Hence, the
time of each experiment set differs due to various parameters,
such as the BLE connection interval and the number of runs
of that experiment set. For example, if the connection interval
is set to 7.5 ms, the number of connection intervals will reach
500 in 3.75 s, and if 500 runs are needed to find a stable
outcome, it will cost around 32 minutes. Assuming that the
connection interval equals 4 s, the total experiment time takes
up to 278 hours.

As assumed in the mathematical model, till equation (15),
only one channel is considered. Hence, the effect of the
CSAs is eliminated by enforcing both the BLE victim and
the disturber to work only on the same BLE channel, which
refers to scenarios (a) and (b). Channel 35 is chosen in this
experiment because it is far away from popular Wi-Fi channels
1, 6, and 11 which are the major source of external interference
in an office environment. To achieve this, the Zephyr RTOS is
deployed, a fully open-source real-time operation system for
BLE, on the development boards so that full control of the
channel is available during the connection by modifying its
link layer code [37]. For scenario (c), the CSAs are enabled,
so a real-world standard-compliant use case is studied. By
changing the link layer code, it also enables one to control
the number of packets and the packet transmission time
inside each connection interval. In the experiment, the packet
transmission time is changed randomly within the range of the
aimed payload size ± 10 bytes. Note that the change of packet
transmission time can only happen on the BLE victim, since
changing the BLE disturber packet transmission time results
in a change of the environment (BERV).

The practical arrangement of both the victim and dis-
turber determines the BERV. In order to correctly compare
the experiment with the model, the model is provided with
the BERV calculated in a similar way as in [27, 38, 39].
To be more specific, the BERV is determined by dividing
the packet corruption rate by the bit length of the payload.
The BERV changes over multiple measurements (500 in this
paper), therefore, the average of the measurements is used.
For scenario (a1), the average value of 1.43e-4 is used as
BERV for all the data points. The BERV of scenario (b1) is



JOURNAL OF INTERNET OF THINGS, VOL. 14, NO. 8, AUGUST 2015 9

Fig. 7. Detailed comparison of experimental result with the model one under
scenarios (a1) and (b1). The deviations are displayed in percentage next to
the curves. CSAs are disabled, and biased transmission powers are used for
the victim (-4 dBm) and the disturber (+8 dBm). Parameters in (1): m = 2 -
10, n = 2 in scenario (a1) while 6 in scenarios (b1), PTV = 512 µs (payload:
50 bytes), LV = 512 bits, PTD = 512 µs (payload: 50 bytes), CIV = 7.5 ms,
CID = 7.5 ms, IFS = 150 µs, BERV = 1.43e-4 in scenario (a1) while 4.94e-4
in scenario (b1). Parameters in (2): m = 2, n = 2 in scenario (a1) while 6 in
scenarios (b1), PTV = 512 µs - 2112 µs (payload: 50 bytes - 250 bytes), LV
= 512 bits - 2112 bits, PTD = 512 µs (payload: 50 bytes), CIV = 7.5 ms, CID
= 7.5 ms, IFS = 150 µs, BERV = 1.43e-4 in scenario (a1) while 4.94e-4 in
scenario (b1).

measured as 4.94e-4. Regarding scenarios (a2) and (b2), the
average BERV is measured as 5.75e-5 and 2.25e-4 respectively.
While scenarios (a3) and (b3) use the BERV measured when
the CSAs are enabled, which are 3.91e-6 and 8.38e-6.

V. EXPERIMENTAL VALIDATION OF THE MODEL

In this section, a set of results from our experiments are
described and discussed, aiming at validating the introduced
mathematical model and our analytical study. As it will
be shown, the results highlight a rather accurate prediction
regarding the transmission failure and the reliability under
different scenarios. Consistently, the model might be used for
the coexistence exploration of BLE devices or networks, and
can thus be applied in the design and the deployment of such
networks.

A. Validation

The results in Figs. 7, 8, and 9 show a clear correspondence
between the experiment and mathematical model. Of course,
the results are not exactly the same due to many factors like
the property from the mathematical model and the average
BER. Remember that the mathematical model only calculates
the transmission failure probability on the connection interval
level. Yet, the experiment clearly indicates the same trends as

Fig. 8. Detailed comparison of experimental result with the model one under
scenarios (a2) and (b2). The deviations are displayed in percentage next to
the curves. CSAs are disabled, and unbiased transmission power is used for
the victim (0 dBm) and the disturber (0 dBm). All the other parameters are
the same as Fig. 7, thus not repeated here, except BERV. BERV = 5.75e-5 in
scenario (a2) while 2.25e-4 in scenario (b2).

the mathematical model, confirming the mathematical model
in different scenarios.

Fig. 7 describes the consistency between the model and
the experiment results under scenarios (a1) and (b1). The
CSAs are disabled to simulate a rather harsh electromagnetic
environment, and biased transmission powers are used to have
a preliminary validation of the model. The independent vari-
ables are the packet number inside the BLE victim connection
interval (m) in Fig. 7 (1), and the victim packet transmission
time (PTV) in Fig. 7 (2). All the necessary parameters are listed
in the caption of Fig. 7. Under both scenarios (a1) and (b1), the
experiment results follow the trend calculated by the model,
and the deviations between the experiment and the model are
shown as percentages next to the curves. It is worth mentioning
that the errors between the model and the experiment results
are 8.24% maximum and 4.16% on average.

Fig. 8 gives the model and the experiment results under
scenarios (a2) and (b2). In these two scenarios, the CSAs
are still disabled to simulate a harsh environment, while
an unbiased transmission power is used to have a further
evaluation on the model. The variables are the same as the
ones in Fig. 7, which are m and PTV respectively in Fig. 8 (1)
and (2). All the communication parameters used in Fig. 8 are
the same as in Fig. 7, thus not repeated in the caption. In Fig. 8
(1), the results when m varies are illustrated. The experiment
results show a similar trend as predicted by the model. The
largest and average errors in Fig. 8 (1) between the model and
the experiments are 6.80% and 3.81%, respectively. Fig. 8 (2)
is the results of scenarios (a2) and (b2) when the PTV is the
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Fig. 9. Detailed comparison of experimental result with the model one under
scenarios (a2) and (b2). The deviations are displayed in percentage next to
the curves. CSAs are enabled, and unbiased transmission power is used for
the victim (0 dBm) and the disturber (0 dBm). All the other parameters are
the same as Fig. 7, thus not repeated here, except BERV. BERV = 3.91e-6 in
scenario (a2) while 8.38e-6 in scenario (b2).

independent variable. Again, the experiment results are in a
good correspondence with the model ones after correction. The
maximum deviation in Fig. 8 (2) is 10.08%, and the average
deviation is around 4.36%.

Fig. 9 follows the same logic as Figs. 7 and 8. The main
difference is that the CSAs are enabled, thus a realistic use
case is simulated. Besides, the transmission power is unbiased.
Same independent variables are used as discussed in Figs. 7
and 8. It is evident that the experimental results are close to the
theoretical ones. The maximum difference shown in Fig. 9 is
only 0.91%, and the average error is 0.23%. Comparing with
Figs. 7 and 8, there is a sharp drop in the deviations. This drop
can be explained as the impact of CSAs. Different from other
scenarios, the CSAs are enabled in scenarios (a3) and (b3).
It can be understood as the deviations from scenarios (a1),
(a2), (b1) and (b2) are averaged from a single channel into 37
data channels. As a result, the deviations drop sharply. From
another point of view, this phenomenon might suggest that the
developed reliability model tends to give a higher error when it
is applied in a harsher environment. Scenarios (a1), (a2), (b1)
and (b2) simulate four harsh electromagnetic environments,
i.e. full of interference in the 2.4 GHz frequency band, and
the average deviation is approximately 4%. When it comes
to scenarios (a3) and (b3), i.e. only one BLE connection as
interference in the whole frequency band, the average error is
only 0.23%.

Regarding the error analysis, it is understandable that there
are deviations between the theoretical results and the experi-
mental ones. The deviations in all the validation experiments

Fig. 10. Instance of using the reliability model to study the impact of
connection interval and physical mode. Parameters in (1): m = 2, n = 2,
PTV = 512 µs (payload: 50 bytes), LV = 512 bits, PTD = 512 µs (payload: 50
bytes), CIV = 7.5 ms (if CID is the independent variable), CID = 7.5 ms (if
CIV is the independent variable), IFS = 150 µs. All the other parameters in
(2) are the same as in (1), except victim payload size = 50 bytes - 251 bytes,
CIV = 50 ms, and CID = 50 ms. BERV = 1e-3 is used in this theoretical study.

can be briefly explained in two perspectives. First, there
is sporadic interference existing in the 2.4 GHz frequency
spectrum, despite our best efforts to keep the office as noiseless
as possible. Second, even after 500 experiment runs, the
average result of them is only close to the theoretical value
but not equal to it. This is due to the nature of probability and
related experiments [40]. It is however clear that the model
follows the same trend of the experiments.

B. Discussion

Except for the transmission parameters, there are also other
parameters impacting the transmission failure probability such
as the connection interval. However in our mathematical
model, the only connection interval parameter is the BLE
disturber connection interval, which may imply that the BLE
victim connection interval has no influence at all on the
probability of the transmission failure. For the parameter CID,
we assume that if it is increased, the PTF will decrease, since
CID is inversely related to PTF as shown by equation (12). But
again, changing the CID alters the environment, thus the BERV

may also change again.
The impact of both the connection intervals CID and CIV is

illustrated in Fig. 10 (1). As expected, indeed the BLE victim
connection interval has no impact on the transmission failure
probability at all. This suggests that in a static environment,
adjusting the connection interval of a BLE pair may not help
with transmission failure avoidance. Instead, it introduces un-
certainty for that BLE pair, as the probability of transmission
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failure may rise or decrease, depending on luck and the case
itself. This is important for all BLE developers and users, since
there is research adjusting the CIV to improve the reliability
under some other interference like Wi-Fi [41], but as shown
in this paper it does not work under the BLE interference with
a long-term and repeated perspective.

In contrast, the impact of the BLE disturber connection
interval is high, especially at small values. When the CID is
a relatively small value, the transmission failure probability
changes dramatically with a tiny change of the parameter.
After a certain value, in this measurement around 500 ms,
the probability of the transmission failure stabilizes close to
zero. Considering interchangeability of the BLE victim and the
disturber (The BLE victim may also cause a transmission fail-
ure on the BLE disturber side.), this result may be applied in
the BLE network design. For instance, setting the connection
intervals of all the BLE devices in a network close to a certain
value which can be obtained by the mathematical model can
decrease the transmission failure occurrence among them. The
considerable gap between curves (1) and (1.1) is due to the
figure’s scale; the difference in percentage points between the
model and the experiment is only around 3-4%.

Another possible usage instance of the model is to discuss
the impact of different BLE physical modes, i.e. LE 1M
PHY, LE 2M PHY, LE Coded S2, and LE Coded S8. As an
example, Fig. 10 (2) illustrates the theoretical investigation
results using the developed reliability model. The BERV is
defined as 1e-3. Note that an equal BERv for all physical
modes is a result of different SNR values at the victim. As
shown, all the four physical modes give a growing trend
with the increment of the victim payload size. However, they
grow with different slopes. Comparing with the other three
physical modes, LE Coded S8 has the highest transmission
failure probability. It can be explained by the large variation
of packet length under the four physical modes. For instance,
with a payload size of 251 bytes, LE 2M PHY provides the
shortest packet transmission time, which is 1064 µs, while the
packet transmission time under LE Coded S8 is 17040 µs.
This huge difference leads to the difference of the calculated
transmission failure probability. This is an example of how to
use the developed reliability model. Since the physical mode
is out of the scope of this paper, it is not further validated or
discussed, but more considered one of the future work.

VI. CONCLUSION

BLE is progressively considered as a primary choice for
low-range IoT systems. However, to successfully deploy a
BLE network in different realistic scenarios, it is crucial to
grasp the transmission failure details inside the BLE network
itself first. Therefore, this study is conducted to discover the
essence of BLE transmission failure.

In this paper there are three contributions: first, a mathe-
matical model of the transmission failure probability between
two BLE pairs is derived; second, extensive experiments on
real-world BLE devices to validate the mathematical model
are performed in an office environment; and third, the impact
of each parameter from the model on the BLE transmission
failure is thoroughly explained.

The impact of transmission parameters, i.e. the number of
packets and the packet transmission time, on the transmission
failure and coexistence of BLE pairs is confirmed between the
presented model and experiments. On the one hand, logically,
longer and more packets can improve the throughput of the
BLE connection; on the other hand, they are also exposed
to higher transmission failure probabilities. Besides that, the
impact of another essential parameter of BLE, connection
interval, is also evaluated. The result clearly shows us the
BLE victim connection interval does not vary the transmission
failure probability at all, although this is often proposed as a
mitigation technique against external interference [41, 15].

As for the future work, the model could be extended to
non-standard BLE specifications in the future. For instance, it
would be interesting to vary the parameters to values out of the
BLE specification boundary and find the optimal combination
of them to fight against transmission failure. As an example,
another parameter shown in our mathematical model that
may affect the transmission failure probability is the IFS,
but according to the BLE specification, the IFS of any BLE
devices should be fixed at 150 µs [17].

REFERENCES
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