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Exploring the potential of social media to study 
environmental topics and natural disasters
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Steven Verstockt b, Philippe De Maeyer a and Nico Van de Weghe a
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ABSTRACT
Social media has become an important means of communica
tion and new insights can be gained from processing this data 
on a large scale. Our goal is to develop and implement 
a pipeline to automatically extract and analyse Twitter data on 
natural disasters and environmental topics. We aim to provide 
an additional layer of spatiotemporal data that can be used to 
study the immediate and lasting impacts of natural disasters, 
climate change, and environmental topics on the global popu
lation. An initial analysis of forest fires was conducted in four 
different languages confirming the need for multilingual sup
port for global analysis. We found a positive correlation 
between wildfire occurrence and tweeting behaviour, as well 
as the geographic spread of fires. We found that simple senti
ment predictions add little value when aggregating data on 
a large scale. A subsequent test using a fine-tuned stance 
detection model proved promising in determining the stance 
of tweets towards nuclear energy. We intend to expand our 
dataset and develop customised models in the future that can 
be used to analyse the global impact of natural disasters and 
environmental topics.
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1. Introduction

In recent years, governments at regional, national, and supranational levels have 
invested heavily in the standardisation (e.g. Inspire), collection (e.g. Copernicus), 
and use of remote sensing data to monitor environmental parameters. The 
qualitative development of geospatial information technologies and services 
over the past two decades has led to a dramatic increase in the amount of data 
that can be used to assess the state of the environment. Although the amount 
of data has increased substantially, the quality of decisions made based on this 
data has not improved much (Kuemmerle et al. 2015). Remote sensing data 
collection is typically performed using satellite imagery. This method requires 
significant investment in hardware and software to process the data into 
indicators. Various characteristics describing the ecological condition of areas 

CONTACT Kenzo Milleville kenzo.milleville@ugent.be

JOURNAL OF LOCATION BASED SERVICES          
https://doi.org/10.1080/17489725.2023.2238663

© 2023 Informa UK Limited, trading as Taylor & Francis Group 

http://orcid.org/0000-0002-9765-6000
http://orcid.org/0000-0002-2462-7858
http://orcid.org/0000-0003-2645-9904
http://orcid.org/0000-0003-1094-2184
http://orcid.org/0000-0001-8902-3855
http://orcid.org/0000-0002-5327-4000
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/17489725.2023.2238663&domain=pdf&date_stamp=2023-07-20


have been derived from satellite images taken at different moments in time, 
resulting in spatiotemporal indicators (Tikunov et al. 2017). Atlas information 
systems and their qualitative advancements, such as Digital Earth, are becoming 
increasingly important, especially in the field of environmental management. 
New sources of information and new approaches to aggregate and analyse 
information greatly expand the ability to monitor the ecological condition of 
areas and support environmental decision-making. In addition to remote sen
sing data, new types of data are being incorporated into environmental studies. 
Research in citizen science, crowdsourcing, and social media has shown the 
potential to gather both knowledge and insights to address environmental 
emergencies (Horita et al. 2013; Simon, Goldberg, and Adini 2015). We propose 
to develop an information and analysis system that uses social media data to 
analyse the global impact of environmental topics and natural disasters. Much 
of this research will focus on the collection and integration of geolocated social 
media data. Although the use of social media data is useful for disaster manage
ment, further research is needed to sift through the (potentially) interesting 
information and provide valuable insights for environmental indicators (de 
Albuquerque et al. 2016).

The biggest challenges lie in collecting and aggregating the myriad of data 
across different technologies. As each social media post in itself provides little 
additional information, they must be aggregated both semantically (via natural 
language processing) and spatiotemporally (via clustering techniques). Once 
the data is aggregated, the next step is to explore the transformation of this 
information into valuable indicators at local and global levels.

Using social media data, we aim to provide an additional dimension to 
environmental data by analysing public opinion about different environmental 
topics and studying the impact of natural disasters. We expect to find regional 
differences on these topics and want to examine how public opinion has 
changed over time. Do people think environmental topics, such as global 
warming and renewable energy, are important? If so, when did this change 
occur, and can we hypothesise about what caused this change in mentality? 
Concerning natural disasters, we will study their immediate impact online and 
determine whether they had a long-term impact on people’s views. For 
instance, did the forest fires around the world reignite the discussion about 
global warming? Did the tragedy in Fukushima lead to a negative change in 
mentality about nuclear energy? Especially when it comes to polarising topics, 
this data can provide new insights. We hope to answer most of these questions 
and provide a framework that will allow other researchers and legislators to 
freely access the data and gain insights to answer similar questions.

The paper is organised as follows: Section 2 discusses related work regarding 
natural language processing, sentiment analysis, and studies using social media 
data for disaster management. Section 3 details the tweet collection, proces
sing, and geocoding. Section 4 presents the obtained results and visualisations. 
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Section 5 presents a discussion of our approach and results. The paper finishes 
with a conclusion in Section 6.

2. Related work

To automatically analyse large text datasets, Natural Language Processing (NLP) 
techniques can be used. NLP is the field of computer science that deals with the 
automatic extraction of information from (unstructured) text (Cambria and 
White 2014). With recent advances in neural network architectures, faster com
puting, and larger datasets to train on, the field has made tremendous progress. 
Many NLP models can be used immediately on new, unseen datasets and still 
perform well. Sentiment analysis is a popular NLP technique to predict an 
author’s sentiment from their text. Usually, sentiment is denoted as a class 
(positive, negative, or neutral) or as a numerical value (−1 to 1). For most people, 
it is often straightforward to determine the sentiment of a given text. However, 
due to the complexity of natural language, the small amount of text per tweet, 
sarcasm, and the unique vocabulary used in certain subcultures, it can be 
difficult to determine sentiment in an automated way.

A related problem is stance detection, which involves determining whether 
the author is in favour, against, or neutral towards a given statement or topic. 
The author’s stance can either be explicitly mentioned or implied in the text. In 
Mohammad et al. (2016), this problem was posed as a supervised learning task 
by annotating a dataset of tweets on five different topics: atheism, climate 
change, feminism, Hillary Clinton, and abortion. The annotated data was used 
to create the SemEval-2016 Task 6 challenge. The highest Favg score of the 
participating teams was 67.8, indicating that this problem is not easy to solve. 
In recent work, these scores have been improved by using large pre-trained 
language models. One popular model, BERT, is a state-of-the-art language 
model that uses a bidirectional transformer architecture (Devlin et al. 2019). 
This model was pre-trained on huge corpora of unlabelled text, allowing rapid 
fine-tuning on a wide range of NLP tasks. Even though these models can 
outperform traditional techniques, they typically require labelled data for each 
specific topic or statement to fine-tune. Automatically determining the specific 
topic or statement being talked about positively or negatively is even more 
challenging.

In the event of a (natural) disaster, social media users produce many posts 
with disaster-related information that can be useful for analysis (Acar and 
Muraki 2011; Muralidharan et al. 2011; Ukkusuri et al. 2014). For instance, 
Neppalli et al. (2017) found that extracting sentiments during Hurricane Sandy 
could help emergency responders develop better situational awareness of the 
disaster area. In another study, a BERT model was applied to a set of tweets 
related to the Jakarta floods in early 2020 to identify relevant tweets that could 
provide information on disaster response (Maharani 2020). Besides natural 

JOURNAL OF LOCATION BASED SERVICES 3



disasters, previous research has shown correlations between mode of travel and 
tweet sentiment (Greg et al. 2018)), between temperature anomalies and tweet
ing behaviour (Kirilenko, Molodtsova, and Stepchenkova 2015), and between 
people’s concern about climate change and the severity of weather anomalies 
(Sisco, Bosetti, and Weber 2017). By analysing tweets made with the hashtag 
#WorldEnvironmentDay, Reyes-Menendez, Ramón Saura, and Alvarez-Alonso 
(2018) found that certain environmental topics (climate change, clean water, 
and pollution) carried a negative sentiment. While other topics such as public 
health and clean energy, were rather positive. These results can potentially be 
used by NGOs or policymakers to focus on the most concerning topics. In 
Zotova, Agerri, and Rigau (2021), a semi-automatic method was developed to 
label over 20,000 tweets regarding their stance on the independence of 
Catalonia. Their method greatly speeded up the labelling process by leveraging 
user-based relations. Their best models were based on the BERT architecture 
and achieved an Favg score of 0.7468 and 0.7472 on Catalan and Spanish tweets, 
respectively.

More recently, large language models such as ChatGPT (GPT-3.5), are being 
used for sentiment analysis or stance detection. These models can be applied in 
a zero-shot fashion (using no labelled data or examples) and achieve close to 
state-of-the-art performance on certain benchmarks (Wei et al. 2022; Zhang, 
Ding, and Jing 2023). One study even found that ChatGPT outperformed crowd 
workers to label tweets, for a fraction of the cost Gilardi, Alizadeh, and Kubli 
(2023). While these large language models are computationally intensive, they 
are becoming increasingly popular to tackle a wide range of NLP tasks.

3. Methods

The proposed procedure for investigating public opinion and spatiotemporal 
differences related to natural disasters consists of four phases: tweet collection, 
tweet processing, tweet georeferencing, and analysis.

3.1. Collection and processing of tweets

Over the past decade, social media has become an integral part of global 
communication and is therefore frequently used as a data source for large- 
scale analyses. Twitter, a social network where users can send tweets (short 
messages of up to 140 characters, increased to 280 characters in 2017), is often 
used to collect such data. It has an open API for research purposes with detailed 
query functionalities. It is estimated that over 500 million tweets are sent daily, 
allowing for extensive data collection on virtually any topic. However, many 
people do not use Twitter, preferring alternatives such as Facebook, Reddit, and 
Sina Weibo (popular in China). We are aware that these alternatives exist and 
that their exclusion could lead to geospatial bias, but we will focus only on 
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Twitter data to limit the scope of the project. However, the proposed methods 
can be applied to virtually any social media platform.

First, a query relating to forest fires was performed in four languages: English, 
Spanish, Chinese, and Russian. Each query consisted of multiple writing varia
tions on the topic of forest fires. The tweets were collected from January 2012 
until August 2021. The last two years of tweets were processed and analysed in 
detail. Table 1 shows the number of retrieved tweets in those last two years, the 
percentage of geotagged tweets, the number of user locations found, and the 
percentage that was successfully geolocated using our algorithm (see 3.2). Most 
tweets are written in English or contain some English keywords. Although 
Chinese is the second most popular language in the world, we found almost 
30 times more tweets searching with English keywords. This is likely because 
Twitter is less popular in Chinese-speaking countries and due to translation 
errors. Additionally, many viral keywords, hashtags, and trends are often written 
in English. This causes many non-native English speakers to tweet in English or 
use such keywords to increase their reach. Using the estimated language 
provided by Twitter, we find that 94% of the tweets found with English key
words were written in English.

Because tweets can be sent in any language, this complicates both the 
retrieval of tweets and their analysis. A popular approach is to translate all 
collected tweets into a common language (usually English) and then process 
them using language-specific models. To query topics in different languages, 
keywords or hashtags have to be translated using available translation services 
and models. However, sometimes these automatic translations do not reflect 
the correct translation, or there are several common spellings for the specified 
topic. For instance, if you aim to collect tweets regarding the coronavirus 
epidemic, you should use multiple related keywords, such as”covid””,corona
virus”, and”corona epidemic”. Even after searching for all possible spelling 
variations of the topic, many tweets related to the topic may not be found. 
The collected tweets consisted of multiple fields that contained additional 
information about the tweet itself. Table 2 lists some of the most important 
fields with their explanations.

To perform a large-scale spatiotemporal analysis, we require coordinate 
information. Twitter allows users to tag their tweets with the exact coordinates 
of their location (geotag). Our findings show that less than 2.5% of all collected 
tweets were geotagged. Therefore, we need to rely on the location provided in 

Table 1. The number of tweets and user locations found for each query language.

Language
Total tweets 
(thousands)

Geotagged tweets 
(%)

User locations 
(thousands)

Geolocated user locations 
(%)

English 2,465 2.32 1,890 (76.7%) 69.7
Spanish 433 2.62 349 (80.6%) 73.8
Chinese 84 0.45 46 (54.4%) 12.4
Russian 17 1.03 12 (69.0%) 28.0
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the user’s Twitter profile to determine an approximate location. Between 60– 
80% of users provided their location in plain text. Users can enter anything as 
their location, so many locations will not provide useful information. For 
instance, one query found that over 10% of users listed their location as 
‘earth’ or ‘planet earth’. To determine the coordinates that relate to these 
location names, geocoders can be used.

3.2. Geocoding

Geocoding is the process of transforming a location description (address or 
place name) into a coordinate on the earth’s surface. There are a variety of 
algorithms for geocoding, but they all follow roughly the same process. First, the 
address to be geocoded is entered in plain text. Then, the address is normalised 
into an acceptable format (usually street name, house number, city name, and 
postal code). Finally, an iterative comparison of this address with a reference 
dataset (e.g. a street and city database) is performed, from which the geo
graphic coordinates of the address can be calculated (Yang et al. 2004).

Geocoders are usually accessed via a REST API. Popular examples include 
Google Geocoding1 and the open-source solutions Geonames2 and 
Nominatim.3 These APIs have tight limitations and can become expensive to 
geocode millions of user locations. Therefore, we developed a simple algorithm 
to geocode popular locations and place names. Our method used a reference 
dataset containing all countries, their main cities, and provinces.4 In total, this 
dataset contained about 43,000 place names. An iterative algorithm was devel
oped that considered exact string matches of the found place names with this 
reference dataset.

First, the user location was queried for a country name. If it contained 
a country name, we checked if it contained the name of a city or province/ 
state of that country. If it did, the coordinates were extracted, favouring cities 
over provinces, as they provide more localised information. If no country was 
found, we checked for a matching province or state and city name (e.g”. 
Nashville, TN” was matched to”Nashville, Texas”). If no province or state was 
found, we queried for just a city name. If multiple matches were found with the 
same city name, the most populous option was chosen (e.g”.Paris” was matched 
to”Paris, France” rather than”Paris, Texas”). This disambiguation could be further 

Table 2. Description of the tweet fields used in this work.
Field name Explanation

text The content of the tweet
lang Language of the tweet, detected by Twitter
created_at Creation time of the tweet
id Unique identifier of this tweet
author_id Unique identifier of this user
user_location (Optional) User-submitted profile location in plain text
geo (Optional) Details & coordinates of the geotagged location
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improved by considering the language of the tweet and the native language of 
the matching countries. The algorithm worked quite well with place names 
written in the Latin alphabet and was able to geocode 70.3% of the user 
locations (see Table 1). However, it performed poorly in the initial tests with 
other alphabets (Russian and Chinese). This is because the reference dataset 
often does not contain place names in the local alphabet. After geocoding all 
unique user locations with this algorithm, the locations that did not result in 
a match can be geocoded with a public API, greatly reducing the number of 
requests.

3.3. Sentiment analysis and stance detection

After processing and geocoding the collected tweets, sentiment analysis was 
performed using Textblob. Textblob is a popular sentiment analysis model, 
available as an open-source Python library (Loria 2018). In addition to sentiment 
analysis, the library provides a consistent API for common NLP tasks such as 
part-of-speech tagging, noun phrase extraction, and more. Textblob determines 
the sentiment with a predefined dictionary that classifies negative and positive 
words. All words in the analysed sentence receive an individual score depend
ing on whether they are positive or negative. A pooling operation, such as the 
average of all sentiments, is then used to calculate the final sentiment. TextBlob 
provides two types of information about the input sentiment: polarity and 
subjectivity. Polarity ranges from [−1,1], where −1 represents a negative senti
ment and 1 represents a positive sentiment. Subjectivity ranges from [0,1] and 
tries to distinguish facts from opinions. Higher subjectivity means that the text 
contains personal opinions rather than factual information. The tweets were first 
preprocessed by removing all mentions (@username), URLs, and hashtag sym
bols. Then, both polarity and subjectivity were calculated using Textblob. Using 
the predicted polarity, the goal was to visualise how public opinion varies 
spatiotemporally. We found that tweets related to natural disasters were not 
very polarising and were difficult to analyse after aggregation on a large scale 
(see Section 4).

Therefore, an additional test was conducted on tweets about alternative 
energy sources (nuclear, solar, wind), which represented a more polarising 
topic. Instead of using a generic sentiment analysis model, we fine-tuned 
a language model for stance detection on a small subset of the collected tweets 
related to nuclear energy. The tweets were manually labelled as either in favour, 
against, or neutral (neither) towards nuclear energy as an alternative energy 
source. During the labelling process, we found many irrelevant tweets. Some 
discussed nuclear weapons, some were job ads, and some had nothing to do 
with nuclear energy but contained one or more keywords. Due to the large 
number of irrelevant tweets, we added irrelevance as an additional label. A total 
of 500 tweets were labelled using the open-source tool Label Studio (Tkachenko 
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et al. 2020). These labelled tweets were then used to fine-tune a BERTweet 
model (Nguyen, Thanh, and Tuan Nguyen 2020)), which is a pre-trained lan
guage model that uses a similar architecture as BERT. BERTweet was pre-trained 
on large corpora of English tweets and outperformed other pre-trained models 
on NLP tasks on tweets. In addition, the model and code are released under an 
open-source licence.

4. Results

4.1. Sentiment analysis on forest fires

To compare our results related to wildfires, the international disaster database 
EM-DAT5 of the Centre for Research on the Epidemiology of Disasters was used. 
All Spanish tweets related to wildfires (from January 2012 to July 2021) were 
collected, geocoded, and filtered for tweets posted from Spain. Figure 1 shows 
these tweets along with some of the major wildfires in Spain reported in the EM- 
DAT database. There is clearly a recurring pattern in posts about forest fires 
during the summer. There is a clear overlap between the Twitter data and the 
wildfire occurrences, whether at the local (in Spain) or global level. For instance, 
four peaks in the Twitter data correspond to reported wildfires in Spain: 
July 20 June 201217 October 2017, and July 2021.

Remarkably, the large spike in Spanish tweets in August 2019 did not coin
cide with a reported wildfire in Spain. The only major wildfires reported in the 
EM-DAT database were in Australia (New South Wales, Queensland). Looking at 
the English tweets posted in Europe dealing with wildfires, this peak is also 
noticeable. We can conclude that it is possible to detect the occurrence of 
wildfires using Twitter data. However, user locations do not indicate where 
these wildfires are occurring, as many people across the globe tweet about 
major wildfires. Further analysis of the text content is needed to determine the 
wildfire location.

Figure 2 shows the complementary spatial distributions of Spanish and 
English tweets related to wildfires. There is a clear correlation between 

Figure 1. Number of Spanish tweets from Spain dealing related to wildfires, red dashed lines 
represent some major reported wildfires in Spain from EM-DAT.
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Spanish user locations and countries where Spanish is the official native lan
guage. For the English query, we see better global coverage, showing that these 
English keywords and hashtags are used by many non-native speakers. 
Furthermore, we found that over 99% of the tweets found with the Spanish 
query were unique and not included in the English query.

After taking a closer look at many tweets and their predicted sentiment, 
we concluded that the Textblob model cannot accurately assess sentiment. 
Many tweets contain relevant keywords or hashtags (e.g. forest fire, wildfire), 
but are irrelevant to the topic. We suspect that many of the viral hashtags 
related to wildfires are used to gain more reach for an individual’s tweets, 
even though the tweet is unrelated to wildfires. These irrelevant tweets 
heavily influence the results, therefore, they either need to be filtered out 
beforehand or the model should ignore them. Some positive and negative 
predicted tweets are shown in Table 3. Interestingly, the model predicted 
many tweets with a positive sentiment, most of which were irrelevant with 

Figure 2. The distribution of English (top) and Spanish (bottom) tweets related to wildfires.
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regards to wildfires. Furthermore, when the sentiments are aggregated over 
large areas, they tend to average out to neutral and provide little insight into 
the public opinion.

4.2. Stance detection on nuclear energy

Out of the 500 manually labelled tweets for stance detection regarding nuclear 
energy, 98 were labelled as irrelevant. Of the 402 others, 169 were labelled as”in 
favour”, 86 as”neither”, and 147 as”against”. Two tests were performed: one to 
predict the tweet’s relevance and one to predict the author’s stance with 
respect to nuclear energy. For both tests, 20% of the data was used for valida
tion (100 tweets). The relevance prediction performed surprisingly well, with an 
F1 score of 0.92. The fine-tuned model was clearly able to distinguish tweets 
related to nuclear energy from unrelated tweets.

Because we are mainly interested in favourable or negative opinions, the 
irrelevant tweets were considered as”neither” for stance detection. To evaluate 
the overall performance, we used the macro-average of the F1 scores (denoted 
as Favg) for the”in favour” and”against” classes. This is the same metric that was 
used in (Mohammad et al. 2016). The stance detection was less accurate than 
the relevance prediction with an Favg of 0.67. The model was also much better at 
predicting the favourable class. For completeness, Table 4 lists the precision, 
recall, and F1 scores for each class in the validation set.

Taking a closer look at some of the incorrect predictions on the validation set, 
we saw that the model sometimes made confident mistakes. Other times, none 
of the predictions had a high probability, so these could be ignored by using 
a threshold. For instance, if we only consider predictions with a minimum 
threshold of 0.75, the Favg score rises to 0.765, but at the cost of discarding 

Table 3. Some sample tweets related to wildfires, grouped by their predicted sentiment. Many 
of the collected tweets contained viral hashtags related to wildfires but were irrelevant.

Tweets with negative predicted sentiment Irrelevant

Sam Wood and Snezana Markoski raise $20,000 in donations for bushfire relief in just 24 hours 
The Bachelor’s Sam Wood and Snezana Markoski are doing their part in helping Australians 
affected by the devastating bushfire crisis

There will be a day That all the diabolical and evil deeds of these politicians will be met by 
a raging wildfire that will engulf them and riches they have robbed this nation of.

X

Neguse Curtis Launch Bipartisan Wildfire Caucus Introduce Legislation to Help Communities 
Recover From Devastating 2020 Wildfire Season. TY Sen Neguse!

My brain cannot wrap itself around a fire crossing the continental divide How can a wildfire 
reach 11 –12,000 feet Absolutely insane.

Tweets with positive predicted sentiment Irrelevant
You can find them best the year after a forest fire. X
Best of luck to all the nominees #Wolfwalkers #DatingAmber #Wildfire #Vivarium 

#HereAreTheYoungMen #SeaFever
X

Beautiful sunrise underway in Missoula courtesy of the wildfire smoke! You can expect hazy 
skies again today but lessening going into tomorrow MTwx

Man this bird is awesome #lyrebirds #leonardthelyrebird #bluemountains #AustralianBushfires X
What a brilliant idea watch it catch on like wildfire! X
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52% of the tweets in the validation set. Some example tweets with incorrect 
predictions are presented in Table 5.

5. Discussion

In this paper, we presented a generic pipeline for spatiotemporal analysis of 
tweets on environmental topics and our preliminary results. We showed that 
simple sentiment analysis models often underperform on tweets. Furthermore, 
the predicted sentiment does not provide sufficient information to perform an 
in-depth analysis of public opinion when aggregated over larger regions.

The relatively simple geocoding algorithm was able to geocode 70.3% of the 
collected tweets in the Latin alphabet by using the locations of the users in their 
Twitter bio. The locations that did not yield a match can be geocoded using 
a public API, greatly reducing the number of queries. These user locations are 
critical because less than 2.5% of all tweets were geotagged. However, when 
using geocoding APIs, certain user locations such as”earth” and”nowhere” can 
match a real place name, resulting in false positives. Automatically removing 
these false positive matches will be a challenge.

Upon closer examination of the collected tweets, we found that many of 
them were irrelevant to the queried topic. Many news reports, job ads, or tweets 
on similar topics (e.g. nuclear weapons) contained some of the keywords. The 
inclusion of these irrelevant tweets will lead to an overestimation of the number 
of tweets and people discussing the topics at hand. However, we showed that it 

Table 4. Validation scores for each class of the stance 
detection.

Stance Precision Recall F1 score

Against .63 0.63 0.63
Neither .81 0.69 0.75
In favor .67 0.76 0.71

Table 5. Sample tweets from the validation set with incorrect predictions and associated scores 
and labels.

Tweet text Prediction Label

I’ve been reading a book about the Chernobyl accident and it’s had me thinking. 
Considering how the Russian government botched the building and managing of 
those reactors, imaging the disaster if the trump admin were to attempt something 
like nuclear energy.

Neither 
(.848)

Against

@CKscullycat Not to mention, nuclear power plants Against 
(.696)

Neither

Observing the #printergate debacle, I think it was wise we eschewed nuclear energy. Favor 
(.449)

Against

@GavinNewsom How about spending money on infrastructure, nuclear power, etc. . . to 
accommodate the CA population’s need for energy? Just like H2O, with proper 
planning these “emergencies” can be avoided

Against 
(.575)

Favor

went down a nuclear energy rabbit hole tonight like how did we not ditch the whole 
“atomic age” thing after chernobyl? fukushima? we’re really still out here burying 
radioactive waste in concrete sarcophaguses in 2020? wild

Neither 
(.393)

Against
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is possible to accurately filter out irrelevant tweets by fine-tuning a language 
model. While this approach produced good results, it can be time-consuming 
when applied to the full dataset of millions of tweets. Additionally, this 
approach was tested for a single topic (nuclear energy). Future research will 
show whether a single model can be used to filter out most irrelevant tweets 
across topics, or whether a separate model is needed for each topic. We 
estimate that news reports, job ads, financial information, and other similarly 
structured irrelevant tweets can be automatically filtered out.

The retrained BERTweet model for stance detection regarding nuclear energy 
achieved an Favg score of 0.67. Considering that the model was only trained on 
400 tweets and validated on the remaining 100, this is a promising result. When 
analysing the incorrect model predictions, we saw that many of them were 
replies to another tweet, were too short, or were written in a convoluted way 
where it is difficult to determine the stance without additional context. These 
problems were also mentioned in (Lai et al. 2020; Zotova, Agerri, and Rigau  
2021). Although our analysis focused solely on tweets, the discussed methods 
can be applied with little adjustments to other social media platforms featuring 
text-based content such as Facebook and Reddit.

Our goal is to label additional data for stance detection in queries about 
alternative energy sources (nuclear, solar, wind, etc.) to visualise the spatiotem
poral evolution of public opinion over the last decade. We will investigate the 
use of large language models like ChatGPT and GPT-4 to speed up the labelling 
process, as these offer exceptional zero and few-shot performance (Gilardi, 
Alizadeh, and Kubli 2023; Wei et al. 2022; Zhang, Ding, and Jing 2023). The 
resulting dataset will be anonymised and published with a permissive licence to 
stimulate further research. We also intend to conduct a small study of the 
model’s performance on tweets that were automatically translated into 
English. This translation is likely to affect the performance of the model, which 
is important if we are to include multilingual queries.

6. Conclusion

In this work, we have highlighted the need for a generic pipeline to process and 
analyse social media data related to natural disasters and environmental topics. 
Such a pipeline should preferably include multilingual support to achieve better 
global coverage. Our initial tests show that there are spatiotemporal correla
tions between the occurrence of wildfires and the corresponding tweets. 
However, our current methods are not detailed enough to perform 
a thorough analysis of the immediate and long-term effects of these wildfires 
on global tweet behaviour. Additionally, many of the collected tweets were not 
relevant to the queried topic but simply contained the same keywords or 
hashtags. Basic sentiment analysis models often fail to predict the correct 
sentiment and do not add much value when aggregated over large regions. 
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Stance detection models may be able to solve this issue, as our initial results 
showed good performance in determining the stance with respect to nuclear 
energy. We plan to expand our dataset, label a larger number of tweets, and 
fine-tune state-of-the-art NLP models to gain further insights into the impact of 
environmental topics on Twitter.

Notes

1. https://developers.google.com/maps/documentation/geocoding/overview
2. https://www.geonames.org/
3. https://nominatim.org/
4. https://simplemaps.com/data/world-cities
5. http://www.emdat.be/database
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