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ABSTRACT

To search for an unknown sign in a sign language dictionary, users
typically indicate parameters of the query, e.g., hand shape and sign-
ing location. Recent advances in sign language recognition enable
video-based sign language dictionary search. In such a system, users
can record an unknown sign and retrieve a list of signs that look sim-
ilar, preferably including the queried sign as one of the top results.
We have realized such a system by interpreting it as a dense vector
search task. First, we learn a mapping (embedding) from sign videos
to a vector space. The dictionary can then be searched by looking for
the vectors in this space that are closest to the vector corresponding
to the query. We present a proof of concept on a subset of the Flem-
ish Sign Language dictionary. Further research is required to scale
up our method to the large vocabularies of entire dictionaries.

Index Terms— sign language, vector search, information re-
trieval

1. INTRODUCTION

Sign language dictionaries provide a bidirectional mapping between
signs and corresponding transcriptions or translations into a spoken
language. Because sign languages are visual-gestural languages,
video datasets form the backbone of these dictionaries. For every
sign in a dictionary, there is a video of a person performing it and
a set of corresponding annotations, for example hand shape, signing
location, and meaning (typically expressed as a word in a spoken
language).

Several sign language dictionaries are publicly available, e.g.,
the Flemish Sign Language (VGT) dictionary [1] and the dictionary
of the Sign Language of the Netherlands (NGT) [2]. Sign language
dictionaries can be used by sign language learners and experienced
signers alike, to learn how to produce certain signs or to look up a
sign one does not know.

These datasets can typically be queried in two directions. By
entering a spoken language word, one can find all related signs. To
query the dictionary in the other direction, users select visual char-
acteristics of the sign. They can, for instance, choose the hand shape
and signing location. The result of their query is a list of signs that
share these characteristics.

It could be more user friendly to provide a video-based querying
system. This would allow users to record themselves using their we-
bcam or upload a prerecorded video and use this video as a query
to the dictionary. Thus far, research into this approach has been
limited, yet some initial attempts have been made. One approach

Mathieu De Coster’s research is funded by the Research Foundation
Flanders (FWO Vlaanderen): file number 77410. This work has been con-
ducted within the SignON project. This project has received funding from the
European Union’s Horizon 2020 research and innovation programme under
grant agreement No 101017255.

is to use Dynamic Time Warping (DTW) [3] to match hand tra-
jectories (manually labeled or extracted automatically with Open-
Pose [4]) [5-7]. Alternatively, deep neural networks can be trained
to extract features from videos and classify a query as one of the
dictionary entries [8,9]. Neither of these approaches scales well to
large dictionaries. The former only considers hand trajectories that
are common to multiple signs and DTW is computationally expen-
sive. The latter requires training a classifier with a large label space
and whenever new signs are added to the dictionary, the classifier
needs to be updated.

In this paper, we approach this video-based querying task as a
dense vector search problem, a technique from information retrieval.
It relies on mapping the data onto a high-dimensional vector space
(typically using neural networks). Every data point gets assigned
a vector in this space. Querying a dataset can then be reduced to
mapping the query onto the same vector space and returning vectors
closest to the embedded query. This is an efficient operation that can
be vectorized and parallellized, and the way the vectors are generated
does not have to be updated when new signs are added.

We train a deep neural network for the task of isolated sign
recognition (also known as sign classification). Starting from a dif-
ferent but related dataset, in our case the VGT corpus [10], we learn a
mapping from video data onto a set of signs. This network computes
internal representations of the video data as part of its training and
inference processes. These are vectors with fewer dimensions than
the video data. We use these vectors and their corresponding vec-
tor space to model the dictionary data and support the dense vector
search algorithm. This model is not trained on the entire set of signs
in the dictionary, yet it is still possible to query the dictionary for
signs that it has never seen before. This illustrates that new signs can
be added to the dictionary without needing to re-train the network
that generates the embeddings.

This paper reports on the results from a proof-of-concept demo
that was developed for the 2022 HRI Winterschool in Ghent, Bel-
gium'. Our contributions can be summarized as follows.

* We approach sign language dictionary search as a dense vec-
tor search task.

* We train a sign classification model and map a sign language
dictionary onto a latent vector space learned by this model.

* We evaluate the proposed search algorithm on seen and un-
seen signs.

We provide an overview of related work in Section 2. We de-
scribe the used datasets in Section 3. The sign classification model
that forms the backbone of the proposed system is described in Sec-
tion 4.1. Section 4.2 presents the dictionary querying system and
its results are discussed in Section 5. We provide a conclusion and
directions for future research in Section 6.

"https://hriwinterschool.com/



2. RELATED WORK

2.1. Searching in sign language video datasets

Video-based querying of sign language dictionaries is still in its in-
fancy. This paper is one of the first to tackle this challenge using
deep learning.

Athitsos et al. [7] manually annotate the locations of the hands
and face of signers in video data. They then use the DTW algorithm
to match the trajectories of the hands (normalized with respect to the
location of the face) in query videos with a dataset of 921 signs in
American Sign Language (ASL). Before searching, the user of the
system must indicate whether the sign input is one-handed or two-
handed. This allows the system to eliminate a substantial amount
of search results. They obtain a top-20 accuracy of 67%. The lim-
itations of their system are the reliance on the manual selection of
handedness and the lack of non-motion information.

Fragkiadakis et al. [5, 6] also use DTW, but they automatically
extract the locations of the hands and fingers with the keypoint esti-
mator OpenPose [4]. The handedness of the signer is automatically
determined by comparing the velocity of both hands. The poses are
flipped horizontally such that all videos are right handed. A top-10
accuracy of 87% is achieved for 100 signs from the Ghanaian Sign
Language (GSL) lexicon. Interestingly, the accuracy drops when fin-
ger trajectories are included. This may be because these trajectories
are more noisy than wrist trajectories. Additionally, more proficient
signers obtain more relevant search results. This highlights the im-
portance of correctly executing the query sign.

Both approaches are limited in the sense that they only consider
trajectories as a representation of the sign. Movement is only one of
the five sign parameters defined by Stokoe [11] and Battison [12]:
the remaining four are hand shape, orientation, signing location, and
non-manual features.

Wijkhuizen et al. [8] interviewed proficient and novice signers
to design a similarity measure for signs. This measure is used to
rank search results in an order that is satisfactory to end-users of the
system, according to the findings of Hassan et al. [13]. They collect
a training set of 300 videos (one for every considered sign) and fine-
tune EfficientNetV2-S [14] as a one-shot classifier. 253 different
recordings are used as a validation set to evaluate the system. Their
system achieves a top-20 accuracy of 60%. Wijkhuizen et al. show
that it is essential to not only consider movement, but also location
and hand shape.

Sign language dictionary search systems should return multiple
results, in case the best match is not the correct result to the user’s
query. Hassan et al. [15] propose a method to filter the search re-
sults, by integrating the feature based search approaches that are
currently used to query sign language dictionaries. They find that
this increases user satisfaction.

Fink et al. [9] present a video-based dictionary search system
in production. Their system is a transformer based deep neural sign
classifier that uses keypoints as inputs.

2.2. Sign classification using deep learning

Isolated sign classification aims to classify a video containing a sin-
gle sign with the label corresponding to that sign. It is a video clas-
sification task with applications in, for instance, automatic sign lan-
guage corpus annotation [16]. It is also used as pre-training for sign
language machine translation [17].

We specifically look at keypoint-based sign classification.
Rather than training, e.g., a 2D Convolutional Neural Network

(CNN) from scratch on the limited sign language data, we can ex-
tract keypoint data from sign language videos using a human pose
estimator. For every frame of the video, a lower-dimensional rep-
resentation is extracted. This representation consists of keypoints,
i.e., 3D or 2D Cartesian coordinates corresponding to landmarks of
the body (elbows, wrists, individual finger joints, etcetera). Popular
pose estimators for sign language processing include OpenPose [4]
and BlazePose [18] (as part of MediaPipe).

The main idea behind using keypoints is to reduce the prob-
lem complexity and improve the generalizability of the downstream
models. Ko et al. [19] use OpenPose keypoints as inputs for a sign
language recognition system based on recurrent neural networks. De
Coster et al. [16] use a similar technique, but show that the remain-
ing inaccuracies in OpenPose keypoints can lead to reduced perfor-
mance when compared to image based networks [20]. Moryossef et
al. [21] compare OpenPose and MediaPipe and also illustrate how
failure cases of keypoint estimators can lead to classification errors.
Despite this drawback of human pose estimators for sign classifica-
tion, they remain an interesting choice because of their capability
to generalize to new signers. Vazquez et al. [22] show that in some
cases transfer learning with models trained with pose data can im-
prove sign classification performance by a large amount.

3. DATASETS

We use two existing datasets, one for training our sign classification
model (Section 4.1) and one for evaluating the dictionary search al-
gorithm (Section 4.2). For the classification model, we use a dataset
extracted from the VGT corpus, containing 24967 examples for 292
signs. We call this the pre-training set. The classification model
is trained on signs in context (cut from continuous signing videos).
The evaluation set corresponds to a subset of the VGT dictionary.
These videos are recordings of individual signs with clear beginning
and end points. The signs are produced more slowly and more delib-
erately than the signs in our pre-training set. We consider a random
subset of 500 videos (each corresponding to one sign) in the dictio-
nary as the evaluation set.

Table 1. Summary of the signs in the query set.

ID Gloss Seen? | Number of executions
HEBBEN-A-4801 v 13
TELEFONEREN-D-11870 v 9
HAAS-A-16146 v 9
STRAAT-A-11560 v 9
PAARD-A-8880 v 12
BOUWEN-G-1906 X 11
WAAROM-A-13564 X 13
MELK-B-7418 X 11
VALENTIIN-A-16235 X 9
HERFST-B-4897 X 9

Finally, we collected a small third dataset containing query
videos. These were recorded by twenty hearing inexperienced or
first-time signers, who were asked to imitate signs from a set of ten.
These signs were selected because they seemed easy to execute for a
novice signer. Five signs were present in the pre-training set and five
were not. This allows us to distinguish between the performance of
seen and unseen signs. See Table 1 for an overview of the chosen



Table 2. Translations of the glosses in Table 1.

ID Gloss English translation
HEBBEN-A-4801 To have
TELEFONEREN-D-11870 | To make a phone call
HAAS-A-16146 Hare
STRAAT-A-11560 Street
PAARD-A-8880 Horse
BOUWEN-G-1906 To build
WAAROM-A-13564 Why
MELK-B-7418 Milk
VALENTIJN-A-16235 Valentine’s Day
HERFST-B-4897 Autumn

signs?. Table 2 contains the translation in English of the correspond-
ing glosses. In total, this query set contains 105 sign executions. As
the query videos are recorded by hearing non-signers, we simulate
the use case of learning a sign language as a second language. For
future work, it would be interesting to compare the difference in
retrieval rate between signers and non-signers.

Both the evaluation set and the query set contain signs that did
not occur in the pre-training set.

4. METHODOLOGY

4.1. Sign classification

The sign classification model is a modified pose transformer net-
work [20]. The input to the model is a sequence of 3D keypoints
extracted with MediaPipe Holistic [23]. We extract 67 keypoints per
video frame: 21 per hand and 25 for the upper body. We translate
the keypoints such that the origin of the pose is located at the center
of the chest. Moreover, we divide all coordinates by the Euclidean
distance between the shoulders to reduce the impact of the distance
from the camera and personal characteristics. We do the same for
each hand, translating to the wrist and dividing by the distance be-
tween the wrist and the middle finger knuckle. In some cases, Medi-
aPipe will not predict keypoints [21]. We account for this by linearly
interpolating missing keypoints from the nearest non-missing frames
or copying from a later or an earlier frame. Keypoints for which this
is not possible are replaced by zeros.

These normalized and imputed keypoints form the input to the
pose transformer network. This network first learns a dense 128-
dimensional frame embedding to capture non-linear relationships be-
tween the keypoints. A self-attention network performs temporal
processing of the frame embeddings within the processed sequence.
This results in a 128-dimensional sequence embedding vector which
is passed to the softmax classifier. We refer to this vector as [CLS].

4.2. Dictionary querying

Consider a dictionary with a vocabulary of N signs (in our case,
N = 500). For each of these signs, the evaluation set contains a
single video d; € D, i € [1, N]. The trained embedding network
[CLS] represents a function m that maps each video d; to a vector
space V C R'?® in which it is assigned a key vector k; = m(d,).

2For visual examples of these and other signs discussed in this paper, see
https://users.ugent.be/~mcdcoste/shared/sltat2023/.
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Fig. 1. Dense vector search algorithm for video-based sign language
dictionary search based on sign classification pre-training.

Every sign in the dictionary also has a corresponding value y;.
In our case, this is a unique identifier (ID Gloss) that links the sign
video to its spoken language translation.

When performing a query, the user input video t is mapped onto
the query vector q in the same way: q = m(t). The search algo-
rithm then compares the query vector q to the key vectors k; using
the Euclidean distance in embedding space.

In a nearest neighbour search, the search result y, is the value
corresponding to the key that minimizes this distance,

a = argmin ||q — k||2. (@)
i€[1,N]

Fig. 1 visually illustrates this dense vector search algorithm ap-
plied to the case of video-based sign language dictionary querying
and its relation to the pre-training task described in Section 4.1.

This algorithm is extended to retrieve an arbitrary number of
results by returning values for multiple closest keys.

5. RESULTS

5.1. Quantitative analysis
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Fig. 2. Top-n accuracy for increasing dictionary sizes.



The correct dictionary entry is the first search result in 30.48% of
the cases. When we consider the five first search results, we achieve
an accuracy of 55.24%, and the top-20 accuracy is 63.81%. This is
illustrated in Fig. 2, which also shows that increasing the number of
entries IV in the dictionary has a negative impact on the accuracy.

Top-n accuracy (N=500)

Agcuracy

¥ Seensigns

Unseen signs

0.0

1]

[FE
o |
.
=

Fig. 3. Top-n accuracy for seen and unseen signs.

We obtain different accuracy values for seen and unseen signs:
see Fig. 3. Our model is clearly capable of retrieving unseen signs.
Surprisingly, this figure suggests it is better at predicting the unseen
signs from the selected set. STRAAT-A-11560, a seen sign, has par-
ticularly low accuracy values (0% top-1, 11% top-10, and 22% top-
20 accuracy). This sign is performed close to the hips, which are not
always in the video frame. Moreover, it consists of movement to-
wards the camera with a lot of self-occlusion in the hands. These are
common failure cases for MediaPipe and we observe a lot of missing
keypoints. When not considering this sign, the accuracy values for
seen (32.56%) and unseen (29.03%) signs are closer.

5.2. Qualitative analysis

When the correct dictionary entry is not the first search result, it
is often confused with signs that look similar. This can be due to
similar movements (e.g., PAARD-A-8880 and GELIJK-A-4155),
signing in a close-by location (e.g., WAAROM-A-13564 and MOP-
A-17352), or using a similar hand shape (e.g., MELK-B-7418 and
EENZAAM-B-3396). There are also confusions that we cannot
explain (e.g., HEBBEN-A-4801 and ASVERSTROOIING-A-705).
This is a drawback of using a black box approach like ours.

When monitoring the participants, we observed that search re-
sults were less relevant if the sign was not executed correctly. For
example, one participant executed the sign WAAROM-A-13564 in
the wrong location (on the left shoulder instead of the right shoul-
der). After we pointed this out, the participant tried again and ob-
tained the correct search result. Note that this influences the accu-
racy values that we obtain.

5.3. Runtime

Processing a two-second query sampled at 15 frames per second
takes 3656 milliseconds on a laptop CPU (an eight-core i7-8650U
clocked at 1.9GHz) on average. The majority of the time is spent in
MediaPipe (3620 ms or 120 ms per frame). The normalization and
imputation of the keypoints takes 13 ms. Transforming the NumPy

array to a PyTorch tensor of the correct shape takes 1.3 ms. Model
inference takes 16.4 ms. Comparing the embedding to all 500 pre-
extracted embeddings takes 5.4 ms. Counting the recording time, a
search operation takes about 5.6 seconds in total. This could be im-
proved by a pipelined execution in which MediaPipe is run on every
frame as soon as it becomes available. This optimization detail is
left for future work.

6. CONCLUSIONS AND FUTURE WORK

We describe a proof of concept for a system to query a sign lan-
guage dictionary with video data. We pre-train a model on the task
of isolated sign recognition and map the dictionary videos onto the
embedding space learned by this model. We then perform a dense
vector search in this embedding space to query the dictionary. The
system is able to return an arbitrary number of results, ordered by
increasing distance to the query in the vector space. The proposed
algorithm is able to retrieve not only seen signs, but also signs that
our model was not trained on (essentially performing one-shot clas-
sification).

The limitations of our approach are as follows. First, we only
consider a small subset of the VGT dictionary (500 out of 10025
signs). Expanding the searchable dictionary will increase the prob-
ability of mistakes. Second, our evaluation set is small. Only 105
executions of ten signs were considered. Third, we do not take left-
handed signers into account. Fourth, our evaluation set consists of
videos recorded by inexperienced hearing signers. This adds a con-
founding factor to the evaluation of our system in the form of signing
mistakes. Finally, we do not explicitly model sign parameters. Do-
ing this may lead to more accurate search results. It may also allow
end users to filter the search results based on these parameters, which
could lead to increased user satisfaction.

In future work, a robust evaluation strategy needs to be defined
and implemented in collaboration with members of sign language
communities. A larger and more varied evaluation set should be
collected. The videos in this evaluation set should be recorded by
inexperienced and experienced signers alike. The proficiency levels
of these signers should be documented to allow for a more robust
evaluation of the system in various scenarios. Due to the large num-
ber of lexical items in the VGT dictionary, future querying systems
may choose to take into account the five sign parameters, rather than
searching in a single dense vector space.
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