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ABSTRACT
◥

In prostate cancer, there is an urgent need for objective
prognostic biomarkers that identify the metastatic potential of
a tumor at an early stage. While recent analyses indicated TP53
mutations as candidate biomarkers, molecular profiling in a
clinical setting is complicated by tumor heterogeneity. Deep
learning models that predict the spatial presence of TP53 muta-
tions in whole slide images (WSI) offer the potential to mitigate
this issue. To assess the potential of WSIs as proxies for spatially
resolved profiling and as biomarkers for aggressive disease, we
developed TiDo, a deep learning model that achieves state-of-the-
art performance in predicting TP53 mutations from WSIs of
primary prostate tumors. In an independent multifocal cohort,
the model showed successful generalization at both the patient
and lesion level. Analysis of model predictions revealed that
false positive (FP) predictions could at least partially be explained
by TP53 deletions, suggesting that some FP carry an alteration

that leads to the same histological phenotype as TP53 mutations.
Comparative expression and histologic cell type analyses iden-
tified a TP53-like cellular phenotype triggered by expression of
pathways affecting stromal composition. Together, these findings
indicate that WSI-based models might not be able to perfectly
predict the spatial presence of individual TP53 mutations but
they have the potential to elucidate the prognosis of a tumor by
depicting a downstream phenotype associated with aggressive
disease biomarkers.

Significance: Deep learning models predicting TP53 mutations
from whole slide images of prostate cancer capture histologic
phenotypes associated with stromal composition, lymph node
metastasis, and biochemical recurrence, indicating their potential
as in silico prognostic biomarkers.

See related commentary by Bordeleau, p. 2809

Introduction
Prostate cancer is the second leading cause of male cancer-related

death in the United States (1) and the fifth leading cause of death
worldwide (2). Whereas localized tumors can often be cured by
definitive local therapy, advanced tumors represent an incurable
disease.Most prostate cancer patients succumb to their disease because
of metastatic spread.

In clinical practice, important prognostic factors of prostate cancer
include PSA level, clinical T stage, histologic grading (Gleason grade),

and the degree of metastatic spread to pelvic lymph nodes (LN).
Patients at risk (>5%) of LNmetastasis undergo lymph node resection,
where lymph nodes are surgically removed and analyzed for metas-
tases. However, LN risk estimation procedures (3–5) are associated
with low specificity, and LN resection has high morbidity (6, 7).
Furthermore, micrometastases in LN negative (LN�) patients might
remain undetected, underestimating a patient’s prognosis (8). There-
fore, there is an urgent need for an alternative prognostic marker to
determine a tumor’s metastatic potential and hence prognosis at an
early stage.

Over the past years, it has become clear that certain molecular
signatures in the primary prostate tumor are associatedwith aggressive
disease biology (9, 10). These signatures have been attributed to both
properties of the tumor cells (10–15) and the tumor microenviron-
ment (TME; ref. 16). However, the application of such molecular
biomarkers in clinical practice is complicated by the heterogenous
nature of prostate tumors. Usually only a sample from the dominant
lesion (with highest grade and highest tumor percentage) is profiled.
Despite having the highest grade, the dominant lesion does not always
correspond to the lesion seeding the metastasis (17). As a result, the
biomarker might be missed and the aggressive status of the tumor
underestimated.

Profiling multiple lesions per patient (multifocal study) to identify
biomarkers would reduce the risk ofmissing the lesionwith the highest
metastatic potential, but is in routine too costly and tedious. In
contrast, hematoxylin and eosin (H&E)–stained slides are routinely
available. They capture rich morphologic information as well as the
spatial organization of both tumor cells and TME. In routine practice,
themicroscopic examination of these samples by expert pathologists is
crucial for cancer diagnosis. Efforts to digitize tissue slides and
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concurrent innovations inmachine learning and computer vision have
made it possible to computationally analyze digital tissue slides or
whole slide images (WSI). Even though WSIs intrinsically offer
morphologic rather than molecular information, recent studies have
shown the potential of deep learning techniques to extract morpho-
logic features fromWSIs that associate withmolecular properties (e.g.,
aneuploidies, genetic alterations, and expression signatures of cancer
infiltrating immune cells; refs. 18–27). This indicates thatmorphologic
features contained in WSIs reflect the molecular status of the
tumor (28). Hence, deep learning models that predict the spatial
presence of molecular features associated with metastatic disease,
from WSIs of primary tumors, present potential as a cost-efficient
alternative to multifocal molecular profiling (or guide to indicate
interesting lesions for sequencing), which is especially desirable in
heterogeneous tumors such as prostate cancer.

Recent analyses have indicated TP53 mutations as candidate bio-
marker for aggressive disease in prostate cancer (9, 10) and findings
fromprevious studies suggest that histologic features fromWSIs can be
associated to TP53 (23–25). Hence, here, we assess the potential of
using WSI-based models as proxy for spatially resolved mutational
profiling of TP53mutations and/or as potential biomarker for aggres-
sive disease in prostate cancer. Hereto, we developed models that
predict the presence of TP53mutations in WSIs of tumor lesions with
publicly available data from The Cancer Genome Atlas (TCGA-
PRAD) and we illustrated the impact of tumor heterogeneity and
data scarcity on model performance. Next, we used an independent
multifocal cohort to not only show that ourmodel with state-of-the-art
performance generalizes well to an independent dataset, but also that
our model can indicate reasonably well the lesion with highest
prevalence of TP53 mutations per patient. An in-depth molecular
analysis of the prediction results shows how our model captures a
TP53-like cellular phenotype that is triggered by expression of path-
ways affecting stromal composition and that is associated with tumor
aggressiveness.

Materials and Methods
Patient cohorts and ethics

For model training, anonymized data from patients with prostate
adenocarcinoma (PRAD) were used from the The Cancer Genome
Atlas (TCGA) archive (available at https://portal.gdc.cancer.gov).

Our in-house cohort is a single center dataset of primary and
matched metastatic tumors of de novo metastatic hormone-
sensitive prostate cancer patients that underwent radical prostatecto-
my with or without pelvic lymph node dissection. Most patients were
included in the previously described LoMP1 registry (ClinicalTrials.
gov: NCT02138721; refs. 29, 30) or the randomized phase II LoMP2
study (NCT03655886). This study was approved by the Committee for
Ethics of Ghent University Hospital (approval #BC-07881). All parti-
cipants provided written informed consent for retrieval and analysis of
archival tissue specimens.

TCGA-PRAD dataset
The TCGA-PRAD dataset contains 449 digital H&E-stained slides

from formalin-fixed paraffin-embedded (FFPE) material. The slides
originate from 403 unique patients with prostate cancer.

A trained pathologist (K. Van der Eecken) annotated the tumor
regions in all images in QuPath (31). Slide annotations were made
without any knowledge regarding molecular or clinical features. In the
WSI, tumor lesions were marked and graded according to the current
Intentional Society of Urological Pathology (ISUP) prostate Cancer

guidelines (32). The dominant region was defined as the region(s)
with the highest ISUP grade (Gleason grade). In total, 26 slides from 24
patients were discarded due to bad quality. Of these 24 patients, 3 had
slides with good quality that were used.

In TCGA, matching sequence data are available for each of
the slides. However, it is unclear which exact region on the slide
was sampled for sequencing. We here assumed that the region
with highest Gleason grade was selected for sequencing. As this
region was not yet annotated on the slides, multiple tumor lesions
with corresponding Gleason grade were made for a subset of the
slides (291). For the remaining slides the dominant lesion was
annotated.

Obtaining correctmolecular labels for each of the samples (presence
versus absence of a TP53 mutation) from the sequence data is not
straightforward due to ambiguities in variant calling. To provide
reliable labels, we combined (i) the MuTect variant calls available in
TCGA and (ii) variant calls we did with Strelka2 (33) on the sequence
alignment data (bam files). Variants were annotated with VEP (34). To
ensure providing correct labels to the model, we only considered
patients for which the two variant callers agreed that a mutation is
present, and we discarded 17 patients for which both callers were
inconsistent. This resulted in consistent calls for 403 WSIs from 365
unique patients. Of the 365 patients, 31 contain a TP53 mutation.
Detailed descriptions of discarded patients, mutation labels as well as
annotation masks are available on the project GitHub (https://github.
com/mpizurica/WSI_mut/tree/master/code/data_prep/tcga).

We used FACETS (35) to obtain allele specific copy numbers and an
estimate of the tumor purity. Copy number data, purity estimates, and
somatic variants were used as input for the PyClone algorithm to
convert the Variant allele frequency of each somatic SNV to an
estimated Cancer Cell Fraction (36). As indels do not have an
unambiguously defined VAF, these were not converted to CCF.

Labels for biochemical recurrence were downloaded from UCSC
Xena (https://xenabrowser.net/datapages/?dataset¼TCGA.PRAD.
sampleMap/PRAD_clinicalMatrix&host¼https://tcga.xenahubs.net).

Lymph node status data were obtained from the Broad FireBrowse
portal (http://gdac.broadinstitute.org/runs/stddata2016_01_28/
data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.
Level_1.2016012800.0.0.tar.gz).

A table providing an overview of the cohort is available in Supple-
mentary Tables S1–S3.

Internal cohort from UZ Ghent
The internal dataset contains TP53mutation labels andWSIs for 41

patients with de novo hormone sensitive metastatic prostate cancer. In
the WSI, tumor lesions were marked and graded (referred to as
Gleason grade) as described above. Annotation was revised by two
urologic pathologists (K. Van der Eecken and S. Verbeke). For each
patient, regions of interest in the radical prostatectomies were chosen
based on anatomic location and distinctmorphology, including at least
the FFPE block with the largest dimensions of the dominant tumor
(region with the highest ISUP grade and highest percentage of tumor
involvement) plus one to seven additional regions. In addition,
metastases measuring ≥2 mm and different areas in their diagnostic
PBs were selected. All these samples were subjected to targeted
sequencing using a research panel encompassing 73 prostate cancer
genes (37).

In total, matched WSI and molecular labels are available for 231
radical prostatectomies (RP), 51 prostate biopsies (PB), and 110
metastatic lymph node samples (MLN). A table with details on the
cohort is available in Supplementary Table S4.

WSI Prediction of TP53 Identifies Aggressive Disease in Prostate Cancer

AACRJournals.org Cancer Res; 83(17) September 1, 2023 2971

D
ow

nloaded from
 http://aacrjournals.org/cancerres/article-pdf/83/17/2970/3368151/2970.pdf by guest on 17 N

ovem
ber 2023

https://portal.gdc.cancer.gov
https://github.com/mpizurica/WSI_mut/tree/master/code/data_prep/tcga
https://github.com/mpizurica/WSI_mut/tree/master/code/data_prep/tcga
https://github.com/mpizurica/WSI_mut/tree/master/code/data_prep/tcga
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
https://xenabrowser.net/datapages/?dataset=TCGA.PRAD.sampleMap/PRAD_clinicalMatrix&host=https://tcga.xenahubs.net
http://gdac.broadinstitute.org/runs/stddata2016_01_28/data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.Level_1.2016012800.0.0.tar.gz
http://gdac.broadinstitute.org/runs/stddata2016_01_28/data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.Level_1.2016012800.0.0.tar.gz
http://gdac.broadinstitute.org/runs/stddata2016_01_28/data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.Level_1.2016012800.0.0.tar.gz
http://gdac.broadinstitute.org/runs/stddata2016_01_28/data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.Level_1.2016012800.0.0.tar.gz
http://gdac.broadinstitute.org/runs/stddata2016_01_28/data/PRAD/20160128/gdac.broadinstitute.org_PRAD.Merge_Clinical.Level_1.2016012800.0.0.tar.gz


TP53 mutations as derived from targeted sequencing were defined
present if their variant allele frequency (VAF) ≥ 5%. A threshold of 5%
was chosen as the read depth is not sufficient to reliably call mutations
at a lowerVAF (a read depth of 1650 is recommended for targetedNGS
analysis of 3%VAF (38), while themean RP, PB, andMLN read depths
are 622, 361, and 567, respectively with large standard deviations (see
Supplementary Fig. S1).

The PyClone algorithm was used to convert the VAF of each
somatic SNV to an estimated cancer cell fraction, thereby taking into
account copy number data and purity estimates (36). A total of 155
lesions from 35 patients have high tumor purity (≥0.8; RP: 81 lesions
from 32 patients, PB: 17 lesions from 8 patients, MLN: 57 lesions from
18 patients) and 37 lesions from 9 patients have low tumor purity
(<0.5; RP: 20 lesions from 6 patients, PB: 0 lesions, MLN: 17 lesions
from 5 patients).

Image preprocessing
Scanned WSIs, stained with hematoxylin and eosin, were down-

sampled to�20 magnification (0.5 mm px�1). Nonoverlapping tiles of
512 � 512 pixels at 0.5 mm px�1 were extracted, consistent with
previous studies (24, 25). During training, these tiles were further
downsampled to 224� 224 pixels, conforming the settings used in the
pretrained ResNet-18 on ImageNet.

We removed several tiles of bad quality—tiles with >50% back-
ground (defined as a brightness of >220/255 pixel intensity) were
discarded. In addition, blurred tiles and tiles that contained severe
tissue folds were removed based on gradient magnitude derived by the
Sobel filter (tiles with gradient magnitude <15, for more than 50% of
their pixels were removed). For removing tiles containing pen marks,
we made use of filters that detected shades of red, green and blue
(implemented by thresholding RGB channels in the image).

To make the model robust against stain variability, we used stain
augmentation during training, which we found to outperform
Macenko stain normalization (39).

Data splitting
The data we used to develop the models (from TCGA-PRAD) were

split in 80% for training and 20% was kept as held-out test set. The
training data was further split for three-fold cross-validation. All splits
were stratified to ensure consistent class distributions (same percent-
age of patients with(out) mutation in train/validation/test set), and all
tiles and/or slides of a patient were always part of the same set.

We evaluated on the held-out test set only after the models were
finalized, that is, all decisions on model architecture and hyperpara-
meters were made on validation set performance. However, because of
the small size of the dataset and large class imbalance, this validation
set performance varies significantly depending on which patients are
assigned to train/validation splits within these three folds. Even the
average validation set performance (averaged across three folds of a
cross-validation experiment) is not robust: repeating the cross-
validation splittingwith a different random seedmay result in different
average validation set performance. For a concrete example, see
Supplementary Fig. S2. When calculating the average validation set
performance with our models on two different three-fold cross-
validation configurations, we sometimes observed significant differ-
ences. Because this complicates making decisions on optimal model
architectures, we aimed to obtain a more robust validation set per-
formance. Hereto, we repeated the cross-validation split six times with
different random seeds (resulting in six configurations) and we report
average performance and 95% confidence interval (CI) across these
configurations.

After training, to define which of the six cross-validation config-
urations is best (e.g., BeTiDo from the TiDo models), we chose the
configuration that scored best on the following two criteria: (i) best
validation/test set performance; (ii) smallest difference in performance
between validation and test set (because this means that the estimate of
performance is more robust and should indicate better generalization
capability). All splits were stratified to ensure consistent class dis-
tributions (same percentage of patients with(out) mutation in train/
validation/test set), and all tiles and/or slides of a patient were always
part of the same set.

Model
In both the tile-level model and the attention-based model, we

employ a ResNet-18, pretrained on the ImageNet dataset, for feature
extraction. We only keep the convolutional layers and discard the
original fully connected layer.

Formally, the tile-level model is trained to make tile-level
predictions for each tile tk, given by tk ¼ s(W1 � zk), with s the
sigmoid function, zk 2 R512�1 the feature vector extracted by the
convolutional layers from the pretrained ResNet-18 and W1 2
R1�512 the weights of a fully connected layer we train for classi-
fication (bias term not explicitly written for simplicity). To make
patient-level predictions for a patient with N tiles, we average tile-
level predicted probabilities, resulting in a patient-level probability

p ¼ 1=N
PN

k ¼ 1 tk.
For the attention module, we used the same architecture as in Lu

and colleagues (40), but with fewer parameters as we have less data.
First, tile features zk 2 R512�1 extracted with the pretrained ResNet-
18 are transformed into a 256-dimensional vector hk ¼ W1 � zk by
trainable weights W1 2 R265�512. These are propagated into the
attention network, which consists of several fully connected layers
that compute the attention weight ak for every tile tk. Formally, the
computation consists of two fully connected layers whose weights
we represent by U1 2 R128�256 and U2 2 R128�256 as well as a
classification layer with weights W2 2 R1�128. The attention weight
ak is calculated by Eq. A.

ak ¼ exp W2 � tanh U1 � hkð Þ � sigm U2 � hkð Þð Þ
PN

i¼1 exp W2 � tanh U1 � hið Þ � sigm U2 � hið Þð Þ ðAÞ

The patient-level feature vector hpatient 2 R256�1 is then calcu-

lated by hpatient ¼ 1=N
PN

k ¼ 1 ak hk. Finally, we apply a classifica-
tion layer with weights W3 2 R1�256, resulting in the patient-level
probability p ¼ s(W3 � hpatient).

Distribution imbalances
To account for distribution imbalances, we applied different tech-

niques for the two models. To avoid model bias towards patients with
many tiles in the tile-level model, we limited the number of tiles per
patient in the training set to 500 by random undersampling. Then, to
achieve class balance, we further undersampled the tiles of patients
without TP53 mutation (ensuring that the patients have an approx-
imately equal number of tiles left). As this method discards a lot of the
original available data, we also implemented the option to allow for
multiple versions of undersampled datasets to be used in different
training epochs (but this did not turn out to make a large difference in
training nor model performance).

For the attention-based model, we accounted for class imbalance by
using a weighted sampler during training, which equalizes the number
of patients with/without mutation in every batch.
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Hyperparameters
Concerning hyperparameters, we evaluated several learning rates 2

[1� 10�6, 1� 10�2], batch sizes 2i, i 2 [0, 10] as well as learning rate
schedulers. The optimal configuration was determined based on
training convergence and validation set performance. We arrived at
a fixed learning rate of 2� 10�4 for bothmodels. As batch size, we used
512 for tile-level models and 32 for attention-basedmodels. Themodel
parameters were optimized with the Adam optimizer. Finally, all
models were trained for at least 30 epochs, with the best model chosen
at the epoch with lowest validation cross entropy loss. For TiDo, 50
epochs were necessary to achieve full training convergence.

Model evaluation
Because of our 6-times repeated 3-fold cross-validation, we obtain

18 models for each combination of annotation detail and model type.
To report validation/test set performance, consider model mi,j

obtained in cross validation configuration i and fold j, with i 2 [1,
6] and j 2 [1, 3]. Within each configuration i, we evaluate the three
models mi,j on each respective validation fold j, and (after hyperpara-
meter tuning is done) on the external test set. This leads to perfor-
mances on validation (perf_vali) and test sets (perf_testi) for each of the
cross validation configurations i, as given in Eq. B.

perf vali ¼ 1
3

X3

j¼1

perf eval mi;j; valj
� �� �

;

perf testi ¼ 1
3

X3

j¼1

perf eval mi;j; test
� �� �

ðBÞ

Then, we compute the average validation and test performance over
the configurations i, which corresponds to our reported value m. We
also compute the standard deviation s over the six configurations, and
use it to compute the 95% CI using m � 1.96s.

Definition true/false positive/negative patients
Throughout the text, we define “extreme” true/false positive/neg-

ative (“e” T/F P/N) patients based on the patients with the most
extreme predicted probabilities within a certain group. Specifically,
eFP are defined as patients without mutation whose predicted prob-
ability for a mutation is in the highest quartile (0.75 quantile, 84
patients). Similarly, eTN are defined as patients without mutation
whose predicted probability is in the lowest quartile (0.25 quantile, 84
patients). eTP are defined as patients with mutation whose predicted
probability is in the upper half quantile (0.5 quantile, 16 patients), as
this group is smaller. We chose to define the groups based on these
extreme examples, because these are the samples where the model is
most confident about, and hence contain the strongest signal formodel
interpretations.

To relate the number of these “extreme” T/F P/N to the number of
T/F P/N at optimal prediction threshold, see Supplementary Table S2.
The optimal prediction threshold was defined based on the ROC curve
on the validation set (see Supplementary Fig. S3), as the point with
closest Euclidean distance to the theoretically optimal point (i.e., the
point in the top left corner, where the TPR is 100% and FPR is 0%).

Distance to max CCF
We define the Distance to Max CCF (DMCCF) to evaluate, for a

specific patient, how close the CCF of the lesion with highest predicted
probability of aTP53mutation (CCFchosen lesion) is to the lesion with the
highest CCF (CCFmax). Specifically, we define theDMCCF for patient i

asDMCCF¼ (CCFmax� CCFchosen lesion for i) where CCF is the derived
CCF in percentage 2 [0%, 100%].

We chose this metric over a rank-based metric (e.g., which would
assess whether the model ranks the lesions in the same way as ranked
by CCF), because the DMCCF explicitly accounts for the absolute
deviation in CCF between the lesion indicated by the model and the
true lesion with the highest CCF. This allows to penalize relatively less
mispredictions in case two lesions exist with an almost equalTP53CCF
than when the erroneously indicated lesion has a CCF that is truly very
different from the lesion with the highest CCF.

Differential gene expression analysis
HTSeq counts were downloaded from UCSC Xena (https://xenab

rowser.net/datapages/?dataset¼TCGA-PRAD.htseq_counts.
tsv&host¼https%3A%2F%2Fgdc.xenahubs.net&removeHub¼https
%3A%2F%2Fxena.treehouse.gi.ucsc.edu%3A443). The differential
expression analysis was performed with the most up-to-date version
of the limma voom workflow for RNA-seq differential expression
analysis (https://ucdavis-bioinformatics-training.github.io/2018-
June-RNA-Seq-Workshop/thursday/DE.html). Specifically, genes
with low expression level were filtered with the filterByExpr function
from the edgeR (41) package, with default parameters. To remove
heteroscedasticity from the count data, the voom (42) transformation
was used. Then, lmFit from the limma (43) package in R was used to fit
the linear model. In the next step, comparisons were made between
the two groups of interest and empirical Bayes smoothing of SEs was
performed.

Genes were considered significantly differently expressed for FDR
adjusted P values ≤ 0.05 and |log(FC)| ≤ 1. The FDR correction was
performed with the Benjamini–Hochberg method to compensate for
the large number of tests made. Pathway overrepresentations were
obtained using the EnrichR tool (44).

Code availability
All methods are implemented using Python and PyTorch. All

source code for the model and data preprocessing are available at
https://github.com/mpizurica/WSI_mut/.

Detailed annotations of tumor regions with corresponding Gleason
Grade for WSIs in TCGA-PRAD are available in https://github.com/
mpizurica/WSI_mut/tree/master/code/data_prep/tcga, in the form of
color-coded .png masks (see ReadMe file).

Hardware
Training and inference were performed on our local computing

cluster using one Tesla V100 with 32GBmemory. Training TiDo takes
approximately 4 minutes per epoch (includes calculation of validation
set performance). For full convergence, TiDo needed to be trained for
50 epochs. Completing one 3-fold cross validation run with a TiDo
model, trained for 50 epochs, takes approximately 10 hours in total. In
contrast, training the attention-based model (on dominant tumor
regions) takes 10 minutes per epoch. In this case, 30 epochs were
needed for convergence. A 3-fold cross validation run, trained for 30
epochs, takes 16 hours in total.

Data availability
The dataset used for training in this study (TCGA-PRAD) is

publicly available at https://portal.gdc.cancer.gov/repository.
For access to data from our internal cohort, please contact the

Department of Pathology from Ghent University Hospital, under
supervision of Jo Van Dorpe (jo.vandorpe@ugent.be). All other raw
data are available upon request from the corresponding author.
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Results
Deep learning onWSIs for predicting TP53mutation of prostate
cancer patients

To assess the feasibility of usingWSIs as proxy for spatially resolved
mutational profiling, we developedmodels that predict the presence of

TP53 mutations in tumor WSIs. The model architectures in our deep
learning workflow (Fig. 1) are based on previous studies (25, 40). For
model training, we relied onWSIs and correspondingmolecular labels
of TP53 available from 365 patients with prostate adenocarcinoma
available in TCGA-PRAD.

Figure 1.

Overview of the deep learningworkflow.A, Expert-based annotations of tumor regions reveal tumor heterogeneity. Left, regionswith different grade are annotated
in different colors. Right, enlarged views from four annotated regions with different grade. B, Three types of annotation detail can be evaluated, whether to only
include the dominant region, all tumor tissue, or the whole slide. C, N tiles are extracted from the selected annotation and a ResNet-18 model extracts features
for individual tiles. Then, either the tile-level or attention-based model is trained to make predictions for the presence of TP53 mutations (trained end-to-end
with ResNet). D, Visualizing the tile-level probabilities from the tile-level model or attention weights per tile from the attention-based model on the original WSI
gives an indication of the predicted spatial location of TP53 mutations.

Pizurica et al.

Cancer Res; 83(17) September 1, 2023 CANCER RESEARCH2974

D
ow

nloaded from
 http://aacrjournals.org/cancerres/article-pdf/83/17/2970/3368151/2970.pdf by guest on 17 N

ovem
ber 2023



A trained pathologist annotated the distinct tumor regions in terms
of Gleason grade on the slides. Many samples contain several regions
(so called lesions), each with different tumor grades, reflecting tumor
heterogeneity (Fig. 1A). As information on the exact lesion selected for
sequencing is not available for TCGA-PRAD,we considered the region
with highest Gleason grade as the region expected to have been
sequenced (in case of multiple lesions in slide with highest grade we
considered them all). We refer to this region on the WSI as the
dominant region, that is, the region for which we assume the sequenc-
ing-based TP53 mutational label to be valid.

To select the best combination of regions to train the model on, we
consider three levels of annotation detail, ranging from fine- to coarse-
grained: (i) only including tiles derived from the dominant tumor
region (the region expected to have been sequenced); (ii) including all
tumor tissue; or (iii) using thewhole slide that includes both tumor and
normal tissue (Fig. 1B).

The images corresponding to the annotated region(s) cannot be
directly used as input in deep learning models as typical WSIs can
easily supersede 10k � 10k pixels, while the models require inputs of
approximately 256 � 256 pixels. Instead, consistent with previous
studies (24, 25), we placed a rectangular grid over the image and extract
nonoverlapping square tiles from the annotated region(s), which will
be used as model input. Subsequently, 20% of the data is kept as held-
out test set and the remaining 80% is split for three-fold cross-
validation.We repeat the cross-validation split six times (with different
random seeds) to more thoroughly evaluate the robustness of the
model with respect to specific patients used in train and validation (see
Materials and Methods, Supplementary Fig. S2, and Supplementary
Table S1 for more details).

We implemented and evaluated two types of state-of-the-art deep
learning models. In a first tile-level model (Fig. 1C), which is com-
monly used in WSI analysis (25, 45), all tiles in the region (dominant
region, tumor regions, whole slide) receive the region-level label (label
propagation). The model is subsequently trained to make predictions
for individual tiles. Afterwards, tile-level predictions are aggregated to
obtain predictions on the selected region level. However, this label
propagation may lead to noisy labels in case of high molecular
heterogeneity combined with coarse annotation detail.

Variations of the second, attention-based model (Fig. 1C) are
increasingly used in the state-of-the-art (40, 46) to eliminate the need
for detailed annotations. In our case, they can be used to mitigate un-
reliable labels due to tumor heterogeneity. Namely, given enough
training data, these models learn automatically which tiles are relevant
to the final prediction. Hereto, an attention weight ai is assigned to
every tile ti, which reflects its relative importance to the final prediction.

When the models are trained, the predicted probability or attention
weight for a TP53 mutation from respectively the tile-level or atten-
tion-based model can be visualized to locate the features spatially on
the original WSI (Fig. 1D).

Importance of model type and annotation detail
We examined the impact of model type and annotation detail on

prediction performance in TCGA-PRAD. As a baseline, we compared
our performance to the state-of-the-art in WSI-based TP53 mutation
prediction. Figure 2A shows how the performance of TP53 mutation
prediction based onWSIs in prostate cancer relates tomodels thatwere
trained and validated on other cancer types (23–25).

Figure 2B compares our performance forTP53mutation prediction
in TCGA-PRAD for varying annotation detail andmodel type with the
state-of-the-art performance of the model developed by Kather and
colleagues (25). The best result is achieved by using the tile-level model

trained and evaluated on the annotated dominant tumor regions. A
patient-level mean validation AUC of 0.71 (95% CI ¼ 0.61–0.82) is
achieved over six cross-validation configurations, with a mean test
AUC of 0.71 (95% CI ¼ 0.68–0.75). For clarity, we will refer to these
models in the text as ‘tile level, trained and evaluated on dominant
regions’ (TiDo). Of these six cross-validation runs, the best one
achieved a mean patient-level validation AUC of 0.75 and a mean
test AUC of 0.71. When specifically talking about the model from this
cross-validation run, we will refer to it as Best TiDo (BeTiDo).

Irrespective of the usedmodel type, coarser annotations causeworse
performance because tumor heterogeneity may lead to inconsistent
labels across tumor regions. As expected, the observed effect becomes
more exacerbated as the annotation level becomes more coarse
grained. In the tile-level model, there is no way for the model to deal
with such noisy labels. Hence, when using all annotated tumor tissue
compared to only using the dominant regions, the AUC drops with 6%
to 8%. This setting of using all tumor tissue with a tile-level model is
comparable with the one reported by Kather and colleagues (25) and
hence results in similar performance. When using tiles sampled from
the entire whole slide image, the performance further drops signifi-
cantly (2%–10%).

The attention-based model should be able to cope with these noisy
labels, given enough training data. However, this model is trained on
region level labels (dominant/tumor/whole slide) instead of on tile
level labels. Namely, all tiles from the region are processed at once and
only their region-level label guides the training process, during which
the model infers tile relevance (Fig. 1C). This means that only �180
region level labels are used to train the attention-basedmodel of which
only �16 contain a mutation label (� 8%). In contrast, thousands of
tile-level labels are available for both classes for the tile-level model.
Consequently, in case of the attention-based model, the data set is
likely too small to achieve training convergence. As a result, it is more
sensitive with respect to the specific patients in the train/validation and
test sets. The observation that simple, tile-level models outperform the
more complicated attention-based models for mutation status pre-
diction from WSIs is consistent with a recent, independent compre-
hensive study on deep learning pipelines for WSI analysis (47).

Generalization performance of independent cohort at patient
and at lesion level

To perform a validation of our best performing model TiDo on an
independent dataset, we used a multifocal cohort from Ghent Uni-
versity Hospital (UZ Ghent). The cohort consists of 41 patients
diagnosed with de novo hormone-sensitive metastatic prostate cancer,
that is, patients for whichmetastasis was found at the time of diagnosis.
In comparison with patients available in TCGA-PRAD, the samples
from the in-house cohort have a more aggressive disease state. The
cohort is unique in its multifocal set up (see Supplementary Table S4
for details): for each patient, matching primary tumor (both radical
prostatectomy or RP and prostate biopsy or PB samples) and lymph
nodemetastases (MLN)were sequenced atmultiple regions to account
for the tumor heterogeneity (Fig. 3A). This allows validating model
predictions at patient level, but also at a more fine-grained region/
lesion level.

Figure 3B shows that on this independentUZGhent cohort, there is
good generalization performance of the TiDo models (across the six
times repeated cross-validations) at patient level. In addition, there is
also good generalization performance at the more fine-grained lesion
level for samples from the primary tumor [RPs (0.65 AUC; 95% CI,
0.63–0.67) and PBs (0.65 AUC; 95% CI, 0.62–0.72)]. Remarkably, the
performance on metastatic lymph nodes (MLN; 0.68 AUC; 95% CI,
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0.67–0.70) is comparable with the one obtained on primary tumor
lesions, indicating that the cellular features (histology) associated with
the presence of TP53 in the primary tumor are still present in
metastatic tumors.

Association of predictions with TP53 deletions
Although we obtained state-of-the-art performance for TP53muta-

tion prediction in prostate cancer with our model, we wanted to better
understand the potential sources of false positive (FP) and false
negative (FN) predictions. We perform this analysis with our BeTiDo
model on the TCGA validation and test sets. The confusion matrix
(Supplementary Fig. S4) shows that the model clearly makes more FP
predictions than FN predictions.

To get insight in the FN predictions, representative tiles of FN
obtainedwithBeTiDo are shown inFig. 4A. In tiles where amutation is
missed (FN, bottom), artifacts and rare morphologic features often
play a role. For example, the second tile is part of a region that was
assigned the rare annotation of mucinous adenocarcinoma by the
trained pathologist, which explains the odd morphological features in
the tile. As another example, in the first and fourth tiles, the inner
structure in the cell nuclei (e.g., nucleoli) are almost indiscernible. The

same was observed for the FN in the in-house cohort (Supplementary
Fig. S5). The relatively few FN can hence be explained by artifacts on
the WSIs or rare subtypes.

On the other hand, there is a relatively large number of FP. These are
cases where a high prediction probability is obtained, despite the
absence of a TP53 mutation (Fig. 4A, top). For these samples,
visualizing the tiles does not provide an explanation as they look
similar to the tiles of TPwith no obvious artifacts. In these samples, the
tumor cells do not carry a TP53 mutation, but seem to exhibit a
phenotype reminiscent of a TP53 mutation. Therefore, we hypothe-
sized that these samples carry an alteration, other than a TP53
mutation, that affects the same downstream phenotypes as observed
in the cells triggered by a TP53 mutation.

To find such other alterations, we consider two subsets of equal size
within the pool of patients without mutation: one group with most
extremely low predicted probabilities (0.25 quantile, “extreme” true
negatives or eTN, 84 patients) and the other with most extremely high
predicted probabilities (0.75 quantile, “extreme” false positives or eFP,
84 patients), see Materials and Methods and Supplementary Table S2
for more details. This was done to generate a balanced dataset contain-
ing samples without TP53 mutations for which the signal derived by

Figure 2.

TP53 mutation prediction results for TCGA. A, State-of-the-art in TP53 mutation prediction in different studies for different cancer types. B, Impact of
annotation detail and model type on TP53mutation prediction in prostate cancer (TCGA-PRAD). All results are aggregated over the six times repeated cross-
validation runs.
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our BeTiDo model was most pronounced in being either positive or
negative. Note that these representative eTN and eFP is a subset only of
the TN and FP in the confusion matrix of Supplementary Fig. S4.

An association analysis using the variant calls in TCGA with the
eTN and eFP patients indicated that at least part of these eFP carry
TP53 deletions instead of mutations. Indeed, Fig. 4B illustrates
that, for patients in TCGA without mutation, patients with a TP53
deletion (in the absence of a TP53 mutation) are statistically more

abundant in the eFP than in the eTN (Fisher exact test; P < 0.001).
This observation suggests that for some “false” positives (31 out
of 84), the model correctly detects a phenotype from the WSI,
which in these cases is not caused by a mutation, but rather by a
deletion of TP53. This analysis could not be performed for our in-
house cohort, because there are not enough patients to reach
statistical significance. Having identified this potential source of
false positives, we evaluated whether accounting for TP53

Figure 3.

Performance evaluation of independent cohort. A, Exemplary slides and tiles for RP (top), PB (middle), and MLN (bottom) samples. The two annotated
regions in the RP sample represent two sequenced tumor lesions (same for the two PB and four MLN lesions). B, Generalization performance of model. Red,
previously reported performance of TiDo on TCGA-PRAD; purple, generalization performance of TiDo. Results were aggregated over the six times repeated
cross-validation.

Figure 4.

Interpretation of model mistakes. A, Mistakenly predicted tiles, predicted to contain a mutation (top) and no mutation (bottom). B, For patients without mutation,
predicted probability for patientswith (red) andwithout (blue) deletion in the 0.25 and 0.75 quantile. Patientswhose deletion status is unknown are not shown in the
figure, but are indicated on top (“?”).
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deletions could increase model performance. Hereto, we trained a
new model, now considering a sample positive if there is a
mutation and/or deletion in TP53. The new model, however, did
not outperform the model trained solely for TP53 mutations (see
Supplementary Note S1).

Given the small sample size compared with the large number of
variables (36,822 tested mutations, 24,776 deletions) and the low
mutation/deletion rate of aberrations other than TP53, no alterations
other than TP53 could be identified as being enriched in the repre-
sentative eFP as compared with the representative eTN.

Training on TCGA captures both properties of the TME and
tumor cells to predict TP53 mutations

If indeed the majority of the FP carry aberrations other than TP53
that converge in the same histopathological phenotype the WSI, we
hypothesized that both TP and FP samples must share a common
pathway triggered by their TP53 or related aberrations that explain the
similarities in their WSI phenotype. To identify such a common
downstream pathway, we first compared the gene expression profiles
in the TCGA-PRAD data of samples where the BeTiDo model
“incorrectly” predicted a mutation (FP) and those where the model
correctly predicted no mutation (TN). To define the FP and TN, we
again considered “extreme” true negatives or eTN and “extreme” false
positives or eFP.

Between eFP and eTN, 30 genes (Supplementary Data S1)
involved in processes that relate to extracellular matrix adhesion
and collagen fibril organization (Supplementary Data S1) were
significantly differentially expressed. The three most significantly
differentially expressed genes were NOX4, COL10A1, and ASPN.

If these genes/processes indeed associate with the observed TP53-
like phenotype, they should also be differentially expressed between
the predicted TP and the TN. As TN, we retained the same group as
defined above (eTN). Similarly, for TP, we considered “extreme” true
positives or eTP, see Materials and Methods for more details.

Between the eTN and eTP, we found 376 significantly differentially
expressed genes (Supplementary Data S1) among which, next to TP53
related processes (mitotic checkpoint), the same extracellular matrix
adhesion and collagen related processes (Supplementary Data S1). Of
these 376 genes, 21 are indeed contained in the 30 genes that were also
differentially expressed between the eFP and eTN. This overlap is
significant (P value from hypergeometric t test < 0.0001). These genes
hence represent the common downstream pathway shared by the true
and false positives. Among those were again NOX4 (now 20th most
significant gene), COL10A1 (second most significant gene) and ASPN
(9th most significant gene).

Interestingly, all three genes have been associated in literature with
cancerous prostate stroma and specifically with Cancer Associated
Fibroblasts (CAF). CAFs were shown to be tumor-promoting, pro-
moting immune evasion (48) and related to poor survival in several
cancers (49). Specifically, NOX4 was associated with fibroblast to
myofibroblast differentiation (49, 50) and was shown to be critical
for maintaining immune-suppressive CAF phenotype in tumors (50).
In prostate cancer,NOX4-derived ROS would be involved in TGF-b1–
induced activation of prostate fibroblasts where TGF-b1 levels posi-
tively correlate with prostate cancer risk, rapid disease progression and
poor outcome (51). Also COL10A1, a key marker gene for a CAF-
phenotype (52), is associated with malignant progression in several
cancer types (53, 54). In gastric cancer COL10A1 promotes EMT
transition via the TGF-b1–SOX9 axis (53). In addition, ASPN was
identified as a biomarker of reactive stroma that correlates with
prostate cancer disease progression (55). The authors suggest ASPN

expression in stroma may be part of a stromal response in aggressive
subtypes.

This analysis shows that processes related to stromal composition,
that define the difference between FP and TN, are also present in the
TP, and hence likely explain the model predictions. Given the role of
the identified genes in stroma, we hypothesized that the difference in
stromal composition of the TP53-mutated samples influences model
predictions. To assess whether this was true, we analyzed which
information in the tiles themodel considers to predict TP53mutations
(using TCGA-PRAD as these data were used to train the features used
by BeTiDo).

In Fig. 5A, we analyze the predominant cell types within tiles that
are most confidently predicted to respectively contain or not contain a
TP53 mutation (see also Supplementary Fig. S6 for the cell type
analysis per TP/FP/TN). Cell segmentation and type were obtained
with a pretrained HoverNet (56) network and regions considered
important for model prediction were obtained with GradCam (57).
The clearest distinguishing cell types between the two classes are
indeed not only tumor cells, but also cells from connective tissue.
Overall, tiles predicted to contain a TP53 mutation contain relatively
more connective tissue and less tumor cells compared to tiles predicted
not to contain the mutation. Regions highlighted in Fig. 5B to be
important for a TP53 mutation prediction indeed show that, for
samples predicted to contain a TP53 mutation, the model mainly
considers cells from connective tissue or tumor cells. These observa-
tions are in line with the differential expression analysis on TCGA-
PRAD and confirm that the model trained on TCGA-PRAD has
learned to extract both features from the tumor cells and also from
the TME.

Ability of the model to predict the number of
cells carrying a TP53 mutation

From the above analysis, we concluded that the model considers
both tumor cells and connective tissue cells when making predictions
for TP53mutations. Hence, we hypothesized that only in case of high
tumor purity (≥0.8), the predicted probability for a mutation should
correlate with the number of cells carrying a TP53mutation. Namely,
in case of low tumor purity (<0.5), the model can still extract features
from connective tissue on theWSI impacted by (a possibly lownumber
of) cells with a TP53 mutation. By picking up this signal from the
stroma, the model might make a confident prediction of a TP53
mutation while the actual number of cells with TP53 that are available
in the sample is low.

For this analysis, we assume that the number of cells carrying aTP53
mutation is reflected by the Cancer Cell Fraction (CCF) of TP53
observed when sequencing the corresponding lesion. Visualizing the
predicted probability for a mutation and the TP53 CCF for samples
with high purity (Fig. 6A) shows there is indeed a positive correlation
(Pearson correlation coefficient 0.33, P < 0.0001) between these two
properties, indicating that the model’s predictions associate with the
number of tumor cells that carry a TP53 mutation. In contrast, for
samples with low purity (Fig. 6B) no correlation between the predicted
probability for TP53 and the TP53 CCF can be observed. In this case,
many samples receive a high probability for a mutation while the TP53
CCF is very low, confirming that the model considered features from
the stroma in these samples to make a prediction. The same observa-
tions hold for the relation between predicted probability for amutation
and cancer cell fraction in TCGA-PRAD (Supplementary Fig. S7).

Because the predicted probability of a TP53 mutation correlates to
the TP53 CCF for samples of high purity, we further assessed whether
in this case, the model is able to indicate (within lesions of a particular

Pizurica et al.

Cancer Res; 83(17) September 1, 2023 CANCER RESEARCH2978

D
ow

nloaded from
 http://aacrjournals.org/cancerres/article-pdf/83/17/2970/3368151/2970.pdf by guest on 17 N

ovem
ber 2023



patient) the lesion with the highest number of TP53 cells. To perform
this analysis, we made use of the UZ Ghent multifocal cohort,
where multiple lesions were sequenced for the same patient (consid-
ering the same samples with tumor purity ≥0.8). Again, we assume
that the number of cells carrying a TP53 mutation is reflected by the
CCF of TP53. Note that there can be large variability in TP53 CCF for

samples in the same patient due to tumor heterogeneity (Supple-
mentary Fig. S8). To evaluate the model’s ability to indicate the lesion
of interest, we defined the metric “Distance to Max CCF (DMCCF).”
The DMCCF for a particular patient represents the distance between
(i) the CCF of the lesion with the highest predicted probability and
(ii) the CCF of the lesion with the highest CCF (for motivation of

Figure 5.

Predominant cell types in tiles predictedwith andwithout a TP53mutation. A pretrained network fromHoverNet (56)was used to simultaneously detect and classify
cells in tiles predicted to (not) contain a TP53mutation.A, Fraction of detected cell typeswithin tiles for 2,000 tiles that weremost confidently predicted to contain a
TP53mutation (left) and not to contain one (right). B, For distinct patients, the tile that was most confidently predicted to contain a mutation. Shown for 10 patients
with mutation (top) and 10 patients without mutation (bottom). Regions found to be important for the model prediction are encircled in black [obtained by
calculating the contour of GradCam (57) heatmaps on the original tile]. The bar below the plot shows for every tile the fraction of cell types within the black regions
(color code same as in A).
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this metric, see Materials and Methods). The smaller this distance, the
more correctly the model prediction can indicate the lesion with the
highest CCF of TP53.

As a baseline, we compared the DMCCF obtained with the model
predictions to the ones obtained by randomly selecting a lesion for each
patient (repeated 10,000 times). Figure 6C shows that our model

outperforms the baseline both for RP and MLN samples, but not for
PB. For PB, the worse mean DMCCF of the trained model was caused
by an outlier. The median DMCCF that is robust to outliers (Supple-
mentary Fig. S9) shows better performance for the trained model
versus random choice. The reason random choice works well for PB
samples is because of the small variability in TP53CCF for PB samples

Figure 6.

Association between model prediction and TP53 CCF for the UZ Ghent cohort. A, Relation between TP53 CCF (in percentage) and predicted probability for TP53
mutation and for samples with high tumor purity (shown for all RP/PB/MLN samples). B, Same as A for low tumor purity samples. C, Mean DMCCF obtained with
random lesion selection (red distribution) comparedwith trainedmodel (dashed line).N, total number of unique patients; n, total number of lesions.D,Comparison of
cell types in tiles with high purity and low CCF, in case themodel assigns a low predicted probability (data from 1,000 tiles; left) and high predicted probability (data
from 1,000 tiles; right).
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(Supplementary Table S5). As a result, the TP53 CCF of a randomly
chosen PB lesion will often not deviate largely from the PB lesion with
maximal TP53 CCF. In contrast, the TP53 CCF of RP and MLN
samples of a particular patient vary over a larger range (more hetero-
geneity), and, as desired, our model captures information that allows
predicting the lesion with the highest TP53 mutational burden.

These results show that, for samples with high purity, the TiDo
model can, to some extent, predict the spatial distribution of cells
containing TP53 mutations in the primary tumor. However, even for
samples with high purity the correlation is not perfect, especially
because of samples with low CCF that receive high predicted prob-
abilities (samples on the right side of the x-axis in Fig. 6A). Visualizing
the cell types present in 1,000 such tiles (high purity, low CCF, high
predicted probability) and comparing themwith 1000 tiles that receive
low predicted probabilities (high purity, low CCF, low predicted
probability) shows that also in this case, the “mistakes” arise because
the model combined features of both connective tissue and the tumor
cells (Fig. 6D).

Association of predictions with aggressive disease
Previous results show how our model combines properties of both

tumor cells and connective tissue to make predictions. Since TP53
mutations are known to associate with aggressive disease and as the
degree of aggressiveness is known to be determined by the interaction
of tumor cells with their TME, we wondered to what extent model
predictions reflect the aggressiveness of the TP53 containing subpo-
pulations rather than their quantity.

To assess this, we tested whether samples with high predicted
probabilities originate more frequently from patients with respectively
positive lymph node status (LNþ) or biochemical recurrence (BCR).
This analysis was performed in TCGA because (in contrast to our in-

house cohort) TCGA contains primary prostate tumors from both
lymph node positive and negative patients. Patients with LNþ (Sup-
plementary Fig. S10) are indeed statistically more abundant in the
quantile with highest predicted probabilities (0.75 quantile) than in the
quantile with lowest predicted probabilities (0.25 quantile; Fisher exact
P ¼ 0.05). The same is true for BCR (Supplementary Fig. S11, Fisher
exact P ¼ 0.02).

To account for the known relation between the presence of TP53
mutations and respectively LN status and BCR, we tested the same
enrichment only for patients withoutTP53mutation. Figure 7A andB
show that indeed, even for patients without mutation, the predictions
of our model associate with respectively the patient’s LN status and
BCR (respectively Fisher exact P ¼ 0.04 and P ¼ 0.01).

Furthermore, Fig. 7C shows how overall tiles with lower Gleason
grade are generally assigned lower probabilities for TP53 mutation,
again indicating that our model’s predictions associate with more
aggressive disease. However, the plot also shows that many tiles with
low grade still receive a high predicted probability for aTP53mutation,
and similarly many tiles with high grade receive a low predicted
probability for amutation. This indicates that themodel is considering
factors other than the Gleason grade when predicting TP53mutations
(the same observation holds for our in-house cohort see Supplemen-
tary Figs. S12 and S13).

To further assess the degree to which our model captures infor-
mation other than TP53mutational status or Gleason grade, we built a
simple logistic regression model to compare the patient-level perfor-
mance in predicting LN status and BCR when using all possible
combinations of these three features (see Materials and Methods).
Supplementary Figures S14 and S15 provide the patient-level perfor-
mance for respectively LN status andBCR, obtainedwithMonte-Carlo
cross-validations (repeated 100�) on the TCGA dataset (70% of the

Figure 7.

Associationwith aggressive disease.A,Patientswithout TP53mutation that do (red) or do not (blue) have positive lymph node status. The number of patientswhose
LN status is unknown is shown next to “?” (those samples are not shown in the plot below). The left part are patients with lowest predicted probability for mutation
(0.25 quantile, “extreme” true negatives or eTN), while the right side contains patientswith highest predicted probability formutation (0.75 quantile, “extreme” false
positives or eFP). See Materials and Methods for motivation and definition of eTN, eFP. B, Same as A, now for biochemical recurrence. C, Tile-level predicted
probability for mutation per Gleason grade, with lowest grade on the left.
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data was used as train, 30% as test set). These results show a clear
association between the probabilities of our model and both proxies of
aggressive disease (LN and BCR). Notably, the association of our
model predictions with disease aggressiveness is significantly higher
than the association observed when using the true TP53 mutation
status (P < 0.0001 in both proxies), indicating that our model indeed
captures a histopathologic phenotype associated with aggressiveness
that is learned by training on a TP53 label, but that can also be present
in aggressive samples that have alterations other than TP53.

When used as sole marker (considering only one feature as pre-
dictor), our model prediction is still outperformed by the Gleason
grade, which, especially for BCR, represents the dominant predic-
tion factor. Particularly, performance for BCR prediction does not
increase significantly neither when combining the grade with the
true TP53 mutation label nor with the model output. However, for
LN status prediction, performance does increase when the Gleason
grade is combined with the probabilities predicted by our model
(P < 0.01), indicating that our model output offers valuable infor-
mation on top of the Gleason grade. Notably, the performance
obtained by combining these two features (Gleason grade and
model output) is one of the three best performing combinations
for LN status prediction, reaching equal performance to (i) the
combination of Gleason grade and true TP53mutation status as well
as (ii) the performance when including all three features.

Finally, the complementarity of our model predictions versus the
Gleason grade also shows from differential gene expression analysis
(Supplementary Data S2). The genes that are differentially expressed
between high and low grade are mostly enriched in processes that
relate to cell cycle and mitosis, both of which also occur in the genes
differentially expressed between samples where respectively high and
lowprobabilities have been assigned by ourmodel. In contrast, features
related to extracellular matrix organization that are picked up by our
model seem not to be discriminative for the distinction between
samples based on the Gleason grade.

Discussion
In prostate cancer, there is an urgent need for objective prognostic

biomarkers that identify a tumor’s metastatic potential and hence a
patient’s prognosis at an early stage. However, the application of
molecular biomarkers is complicated in clinical practice by the het-
erogeneous nature of prostate cancer. Ideally, multiple lesions should
be sequenced to be certain of capturing the biomarker, but this
approach is too costly in routine practice.

Deep learning models offer the potential for cost-efficient, spatially
resolved profiling of molecular markers. Although previous studies
show how these models achieve reasonable performance at patient
level, it has not yet been validated whether they can also correctly
indicate the region within a heterogenous solid tumor containing a
TP53 mutation. In addition, no in-depth assessment has been per-
formed to explain the possible origin of FP or FN predictions, while
such interpretations are imperative for model implementation in
practice.

As recent analyses indicated TP53mutations as candidate biomark-
er for aggressive disease (9, 10), we wanted to assess the potential of
using WSI-based models trained on TP53 to serve as proxy for
mutational profiling of TP53 mutations and/or as biomarker for
aggressive disease. Hereto, we built a state-of-the-art model on
TCGA-PRAD for TP53 mutation prediction from WSIs. We found
that, to generate a model with optimal performance in the context of
scarce data and high heterogeneity, detailed annotations by a trained

pathologist are necessary. With the collection of more data in the
future, attention-based models present potential to eliminate the need
for these detailed annotations.

Our model showed good generalization performance at patient and
lesion level on an independent multifocal cohort fromUZGhent. This
allowed showing that ourmodel offers insight intowhich lesions on the
WSI of a patient are likely to contain a TP53mutation. AlthoughWSI-
basedmodels trained onTP53mutations cannot replace targetedTP53
sequencing yet, when used in combination with targeted sequencing
they still offer a cost-efficient alternative to multifocal sequencing.

However, despite being state-of-the-art, the overall performance of
the model remains rather low with especially a relative high number of
false positive (FP) predictions. Analysis of model predictions revealed
that cases where the model predicts a mutation that was not found by
sequencing (FP) could at least partially be explained by the presence of
TP53 deletions. This suggests that part of the FP consists of samples
that carry an alteration other than a TP53 mutation, that affects the
same downstreampathways and ultimately histopathologic phenotype
as the one observed in the cells triggered by a TP53mutation. Indeed,
by performing comparative expression analysis, we identified in both
TP and FP the presence of a commonmolecular phenotype involved in
determining the stromal composition. This observation was also
confirmed with histological cell type analysis of the WSIs. Hence, it
seems that when making a prediction of a TP53 mutation, our model
extracts not only features from tumor cells, but also from stromal cells.
This is not surprising, asTP53mutations have been shown to stimulate
secretion of extracellular matrix components and matrix remodeling
enzymes, thereby promoting activation of CAFs (58).

Because WSI-based models combine features of both tumor cells
and TME, they have a limited capacity to quantitatively predict the
number of cells containing a TP53 mutation. They rather seem to
predict the degree to which the TP53 containing cells affect the TME
and therefore determine the aggressive potential of the tumor. Indeed,
the predictive probability assigned to a lesion by our model is
associated with proxies of aggressive disease, such as lymph node
status and biochemical recurrence. In addition, we could show that by
capturing both information from the tumor cells and TME our model
is more predictive for aggressive disease than the true TP53mutational
status and complementary to the Gleason grade.

In conclusion, a WSI-based model trained on the molecular label
TP53 captures a downstream histopathologic phenotype that is
triggered by either TP53 or other, more rare alterations that
converge in the same common downstream phenotype. As such,
WSI-based models proxy a multigene profiling (or pathway-based
profiling) with as additional benefit that the profiling does not only
focus on properties of tumor cells, but also of stromal cells. These
properties indicate that WSIs might not have the resolution to
predict individual mutations such as the presence of TP53, but that
by capturing a downstream phenotype of the tumor cells and TME
associated with a biomarker such as TP53 (but potentially any other
biomarker), they can serve as powerful prognostic biomarkers with
spatial resolution.
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