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Abstract

Recommender systems are commonly-used tools to assist people in
making decisions. However, most research has focused on the domain
of recommendations for audio-visual content and e-commerce, whereas
the specific characteristics of recommendations for recipes and cook-
ing did not receive enough attention. Since meals are often consumed
in group (with friends or family), there is a need for group recom-
mendations, taking into account the preferences of all group members.
Also cuisine, allergies, disliked ingredients, diets, dish type, and required
time to prepare are important factors for recipe selection. For 13 algo-
rithms, we evaluated the recommendations for individuals and for groups
using a dataset of recipe ratings. The best algorithm and a baseline
algorithm based on popularity were selected for our mobile kitchen
experience and recipe application, which assists users in the cook-
ing process and provides recipe recommendations. Although significant
differences between both algorithms were witnessed in the offline eval-
uation with the dataset, the differences were less noticeable in the
online evaluation with real users. Because of the cold-start problem,
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the advanced algorithm failed to reach its full accuracy potential, but
excelled in other quality features such as diversity, perceived useful-
ness, and confidence. We also witnessed a better evaluation (about
half a star) of the recommendations by the more advanced cooks.

Keywords: Recommender System, Group Recommendations, Recipes, User
assistance

1 Introduction

Recommender systems are tools and techniques that assist the users in finding
the most interesting products or content thereby addressing the information
overload problem of (online) services Ricci et al (2011). Personal preferences
are extracted from the users’ historical feedback (e.g., ratings) in order to sug-
gest each user the most suitable items. Nowadays, a lot of open source software
packages for recommendations exists Hug (2023); Scikit Learn (2023); Ten-
sorflow (2023); Frederickson (2023); Ekstrand (2023b) each providing a set of
algorithms, which makes if difficult to answer the question “which algorithm
is the best one?”. The answer may depend on the content domain of the items
and characteristics of the dataset. For popular domains in the field of recom-
mender systems, such as movies Abul-Fottouh et al (2020); Ma et al (2023)
or music Biswal et al (2021); Bertram et al (2023), extensive evaluations have
been performed. These domains received an exceptional amount of attention,
also due to the fact that publicly available datasets exist for these domains such
as the Movielens Grouplens (2023) and Million Song dataset Bertin-Mahieux
et al (2023, 2011). For other domains, such as recipes, much less research has
been performed into the best recommendation algorithm. This brings us to
research question 1 (RQ1) of this study: “Which algorithm is the most accurate
to recommend recipes?”.

Another challenge is the usage of recommender systems for consuming
items in group. Although the majority of the currently deployed recommender
systems are designed to generate personal suggestions for individual users, in
many cases content is selected and consumed by groups of users rather than
by individuals. E.g., people go to restaurants, bars, and (cultural) events with
their friends, movies or TV shows are often watched in a family context, and
choosing a holiday destination is mostly a joint decision of the travel group.

These scenarios introduce the need for discovering the most appropriate
group recommendation strategy. It is the method that is used to convert a rec-
ommendation algorithm for individual users, into a recommendation algorithm
for groups of users, taking into account the (possibly conflicting) preferences
of the group members.

In our study, we investigate these strategies in the context of a recipe rec-
ommender, which is a typical case for group recommendations. Indeed, family
members or roommates often eat together on a daily basis. So, the choice of
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their meal should reflect the preferences of all group members. A group rec-
ommender system for recipes can help to choose the meal that best matches
the tastes of all people that will consume the food. This brings us to research
question 2 (RQ2): “Which group recommendation strategy provides the most
accurate recipe recommendations?’.

A distinction in group recommendation strategies can be made based on the
place in the information flow where the data aggregation takes place. Group
recommendations can be generated by aggregating the users’ individual pro-
files with preferences into a preference profile of the group (i.e., aggregating
profiles). Here, the data aggregation takes place at the input of the recommen-
dation algorithm, so at the beginning of the information flow. As an alternative,
group recommendations can be generated by aggregating the users’ individual
recommendations into recommendations for the whole group (=aggregating
recommendations). In this case, the data aggregation takes place at the out-
put of the recommmendation algorithm, so at the end of the information flow.
In this paper, we refer to these strategies as aggregation strategies.

The first aggregation strategy (i.e., aggregating profiles with preferences)
merges the preferences of different users of the group into group preferences.
The starting point is the profile with personal preferences of each individual
group member. These profiles are merged into a group preference profile reflect-
ing the interests of all members. The specific merging method is an important
aspect of this aggregation strategy, and therefore, different merging approaches
have been proposed Masthoff (2004). But still, no consensus exists about the
optimal solution to aggregate the members’ profiles and how this aggregation
performs Baltrunas et al (2010). In this study, we aggregate the users’ profiles
by taking the average of the users’ ratings for a specific item. After aggregating
the profiles of the group members, the resulting preference profile of the group
is treated as a pseudo user. Subsequently, a general recommendation algorithm
(for individual users) is utilized to calculate recommendations for the group
based on this pseudo user profile. The advantage of aggregating profiles is the
rather high probability of finding serendipitously valuable recommendations
for the group in contrast to the strategy that aggregates recommendations (as
described in the next paragraph) De Pessemier et al (2014a). The linked dis-
advantage is that aggregating profiles into a group profile may lead to group
suggestions that lie outside the range of any individual recommendation list,
which may be disorienting to the users and difficult to explain Quijano-Sanchez
et al (2017).

The second aggregation strategy (i.e., aggregating recommendations) gen-
erates first recommendations for each individual user of the group using a
general recommendation algorithm. Subsequently, the resulting recommenda-
tion lists of all group members are aggregated into one group recommendation
list which (hopefully) satisfies all group members. Just like with the first strat-
egy, different approaches to aggregate the recommendation lists have been
proposed in previous studies De Pessemier et al (2014a). Most of them perform
the aggregation based on the algorithm’s prediction score, i.e., a prediction of
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the user’s rating score for the recommended item. A higher prediction score
means a better match between the user’s preferences and the recommended
item. In this study, we adopted a classic aggregation method for the recommen-
dation lists of the group members, more specifically, calculating the average of
the prediction scores of the users’ recommendation lists per item, and order-
ing the recommendations based on the resulting average score. The advantage
of aggregating the recommendations of individual users into group recommen-
dations is that the resulting recommendations can be linked directly to the
recommendations of one individual of the group. This makes the group recom-
mendations easy to explain based on the recommendations for the individuals
(e.g., “the group gets this recommended because this item is recommended
to two of the group members”). The disadvantage is that this link between
the group recommendations and the individual recommendations makes it less
likely to identify unexpected, surprising items De Pessemier et al (2014a).

Finally, we also evaluated the added value of recommendations for new
users, with a limited number of ratings (10 in this experiment). Therefore,
the recommendations of the most accurate algorithm were compared with the
recommendations that are randomly sampled from the most popular recipes
in the dataset. This research should answer the third research question (RQ3):
“Do personalized recommendations result in better valued recipes compared
to non-personalized recommendations?”.

The contributions of this paper are as follows:

e [t provides an extensive offline study of the usage of 13 state-of-the-art
algorithms to generate recipe recommendations for groups of people.

® An online experiment with 54 participants evaluates various quality
attributes of the algorithm that performs best in the offline study.

® A qualitative evaluation provides insights into the users’ expectations and
experiences with the proposed cooking assistance app.

The remainder of this paper is structured as follows. Section 2 discusses
scientific work related to recommendations (Section 2.1), group recommenders
(Section 2.2) and different strategies to generate group recommendations
(Section 2.3). In Section 3, we discuss our research approach. We provide an
overview of the used recommendation algorithms (Section 3.1), the dataset
(Section 3.2), the used methodology to evaluate recommendations in an offline
setting (Section 3.3) and how to handle group recommendations (Section 3.4).
Next, we discuss our approach to evaluate the recipe recommender in an online
study with real users (Section 3.5). In Section 4, the results of our study
are provided. Firstly, the results of the offline evaluation with 13 algorithms
(Section 4.1). Secondly, the results of the online study with users (Section 4.2).
Finally, conclusions are drawn in Section 5.
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2 Related Work

2.1 Recommender systems in different domains

In the research field of recommender systems, recommendations for individual
users received most attention in various application domains such as movies Ma
et al (2023); Choudhury et al (2021) or hashtags for movies Panchal and Pra-
japati (2023), points-of-interest De Pessemier et al (2014b), jobs Giabelli et al
(2021), fashion Dong et al (2020), events in social networks Liao et al (2021),
and in healthcare Tran et al (2021).

Food and diet are complex domains for recommender technology, among
other things due to the requirement to sustain long term engagement Freyne
and Berkovsky (2013).

Unhealthy diet and obesity can cause chronic diseases such as diabetes,
which is still on the rise, especially in Western countries. Therefore, it is
really important to reinforce health awareness and support self observation
and behavior change using technological advances, such as data analysis of
food consumption and web and mobile applications, to steer people towards a
healthy diet that fits within their taste preferences Holzinger et al (2010). In
this respect, recommender systems for meals or recipes can assist users in mak-
ing a healthy choice while maintaining user motivation through personalized
food recommendations that users are likely to appreciate.

The analysis of food recommenders is often based on datasets with user
ratings on a set of recipes in order to judge the applicability and practicality of
a number of personalization algorithms Freyne and Berkovsky (2013). Given
the complexity of user restrictions (e.g., allergies, diabetes) and goals (e.g.,
diets), the interaction between human and machine is an important aspect of
the food recommender. In this respect, Cora is an example of a conversational
system that recommends recipes aligned with its users’ eating habits and cur-
rent preferences Pecune et al (2020). The results show that a conversational
recommender system that engages its users improves users’ perception of the
interaction as well as their perception of the system.

Another example of a conversational recipe recommender shows that cri-
tiquing as a way of feedback is effective for conversational interactions Abbas
et al (2021). This way, the user provides feedback on recommended items to
refine subsequent recommendations. The authors also indicate the importance
of diversity for recipe recommendations and they state that diversifying the
recommended items during exploration can help increase user understanding
of the search space Abbas et al (2021).

In our study, we also include a conversational aspect, which we call the
onboarding. It helps us to capture user preferences, allergies, and diets, before
the recommender makes a selection of recipes.
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2.2 Group recommender systems

Although multiple recommender systems for recipes or food have been pro-
posed Jia et al (2022), most of them ignore the characteristic that eating is
often a group activity; so group recommendations would be more appropriate.
In the late nineties, first scientific publications regarding recommender sys-
tems for groups were published McCarthy and Anagnost (1998). From then,
many researchers have been investigating how the state-of-the-art recommen-
dation algorithms for individual users can be adapted in order to generate
group recommendations.

In 1998, one of the first group recommender systems, called
MusicFX McCarthy and Anagnost (1998), was presented. The aim of MusicFX
was to select background music for a group of people working out in a fitness
centre. The recommender of MusicFX constructed a group profile based on
the people present in the fitness centre by aggregating their individual music
preferences and subsequently it selected a music channel including some ran-
domness in the choice procedure to ensure variety. A quantitative assessment
showed that the vast majority of fitness centre members who were involved
in this trial were pleased with the group recommendations. Also for the con-
tent domain of movies, group recommendations are crucial to provide the
best experience in case of a group activity. For the well-known movie recom-
mender MovieLens, an extension called PolyLens enables recommendations
for groups O’Connor et al (2001). This movie recommender utilizes the clas-
sic collaborative filtering to predict what users like based on their historical
star ratings. For group recommendations, PolyLens uses an algorithm that
merges the recommendation lists of the individual users; this is what we called
the aggregating recommendations strategy in the introduction. The aggrega-
tion algorithm avoids movies that any member of the group has already rated
(and therefore seen). To enable group recommendations, PolyLens allows users
to create and manage their own groups of people who intent to watch the
movie together. An evaluation with a survey as well as an observation of user
behaviour showed that group recommendations are valuable and desirable for
the users of PolyLens. This study also proved that users are willing to share
their personal recommendations with the group, thereby trading some privacy
for group recommendations.

Given the different strategies to compose group recommendations, the ques-
tion rises which of these strategies is the best one. One of the first studies that
compared group recommendation strategies was performed in the context of
people watching TV together Yu et al (2006). This comparative study analyzed
and compared three alternative strategies for generating group recommen-
dations: a common group profile, aggregating profiles with preferences, and
aggregating recommendations. A common group profile represents all group
members and can be considered as a virtual user of the system. From a tech-
nical viewpoint, it is an easy solution to enable group recommendations, but
it places all initiative and responsibility with the group members. Ratings or



Recipe recommendations for groups

feedback has to be provided for the group as a whole, so users cannot evalu-
ate content individually. As a result, users have to find a way to convert the
opinions of the group member into one group rating and make a consensus in
case of disagreements. Because of this disadvantage, the common group profile
was not considered as an option for group recommendations in our study. The
comparison of the three strategies showed that aggregating profiles was the
optimal solution for group recommendations for TV content Yu et al (2006).
To aggregate the profiles, a method based on total distance minimization was
proposed, which guarantees that the merged result is close to most users’ pref-
erences. The study concluded that the recommendation strategy was effective
for multiple viewers watching TV together and that the resulting group rec-
ommendations were appropriately reflecting the preferences of the majority of
the members within the group.

2.3 Comparison of group recommender strategies

In the domain of recipe recommendations, a recipe recommender for families
has been proposed Berkovsky and Freyne (2010). Since family members typ-
ically eat a joint meal at least once a day, choosing a recipe and consuming
the food are good examples of a group activity. In the context of this recipe
recommender, the aggregating profiles strategy and the aggregating recom-
mendations strategy were compared. An evaluation with a number of families
showed that for users with a low density profile (i.e., having a small number of
ratings), the aggregated recommendation lists yield slightly better results than
the aggregated profiles. For users with a higher density profile on the other
hand, the recommendations obtained by aggregating the users’ profiles showed
to be more accurate than the aggregated recommendation lists. This recom-
mender system is based on collaborative filtering and the data of individual
group members is aggregated in a weighted, domain-dependent manner, such
that the weights reflect the observed interaction of the group members. As was
already remarked by other researchers, this is only one type of recommendation
algorithm and one of the many possible approaches for aggregating profiles or
recommendation lists Baltrunas et al (2010). An extensive comparison of the
two aggregation strategies is still missing in literature.

Research regarding the strategy that aggregates the individual recommen-
dation lists into a list of group recommendations (cfr. aggregating recommen-
dations strategy) has demonstrated that the influence of the data aggregation
method is limited Baltrunas et al (2010). The data aggregation method spec-
ifies how the recommendation lists for individual users are aggregated into a
group recommendation list, and is often based on the score that the algorithm
assigns to the recommended items. The study compared group recommen-
dation lists generated using four commonly-used aggregation methods (least
misery, Borda count, Spearman footrule and the average) and found simi-
lar results in terms of accuracy for all methods. In addition, these group
recommendations were compared to recommendations for individuals (i.e., rec-
ommendations for a single user) in terms of accuracy. The results showed that
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for small groups, the group recommendations were only slightly less effective
than the individual recommendations. In contrast for large groups, the group
recommendations were significantly inferior than the individual recommenda-
tions. Moreover, the study revealed that if the groups are selected in such a
way that the members have preferences that are quite similar, the effectiveness
of group recommendations does not necessarily decrease when the group size
increases. However in practice, groups are not always composed of like-minded
people with similar preferences.

To cope with conflicting opinions in group decision making, consensus feed-
back mechanisms have been proposed. An example is the general harmony
degree, which determines the before/after feedback difference as the difference
of the feedback on the original and revised opinions Cao et al (2020). Another
approach is to identify inconsistent subgroups and reach consensus through
a two-stage feedback mechanism Wang et al (2022). Since these solutions are
based on aspect such as trust degree scores and / or personalized feedback
on a proposed solution, they require additional input or interactions from the
group members. This makes them less suitable for group recommender sys-
tems, which often consider thousands of alternative items for which this input
would be needed.

To conclude, we see no agreement in literature about the best way to
generate group recommendations. In different domains, different strategies
have shown to be the best. Limited research has been done in the domain of
group recommendations for recipes. Similar work that investigated the best
aggregation strategy was limited to one algorithm, the traditional collabora-
tive filtering Berkovsky and Freyne (2010). In contrast in our research, we
thoroughly investigate the two different strategies to generate group recom-
mendations by comparing their accuracy for 13 different algorithms. Moreover,
our research performs a two-stage evaluation approach. Firstly, the algorithms
are evaluated for groups and for individual users in an offline setting with
a dataset. Secondly, the best performing algorithm of the offline evaluation
is benchmarked against a baseline algorithm in an online evaluation with 54
real users. According to our knowledge, our study is the first that evalu-
ates a large number of state-of-the-art algorithms for group recommendations.
Whereas most research regarding (group) recommendations is performed in
the domain of movies O’Connor et al (2001) or music McCarthy and Anag-
nost (1998), we chose for the domain of recipe recommendations. This domain
is not only less explored by researchers, it is also very characteristic for group
recommmendations, since eating is often a social activity.

3 Method
3.1 Algorithms for Offline Evaluation

Through an offline evaluation on the dataset, we assessed the accuracy of the
algorithms that are part of the Lenskit recommender toolkit. Version 0.13.1
was used; at the time of the user tests, this was the most recent version of
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Lenskit. For all algorithms, the parameters where chosen based on tests with
the dataset and the default values (starting values of the test). The following
algorithms were investigated.

BiasedMF'. This is the classic biased matrix factorization (MF) algorithm
trained with alternating least squares (ALS) and suitable for explicit feed-
back data Ekstrand (2023a). As solver for the optimization step, coordinate
descent Takécs et al (2011) was used. This solver is adapted for a separately-
trained bias model and to use weighted regularization as in the original ALS
paper Zhou et al (2008). The number of features to train was set to 50 and
the number of iterations was 20. For the regularization factor 0.1 was chosen.
The damping factor for the underlying mean was set to 5.

FunkSVD. This Singular Value Decomposition (SVD)-like algorithm is a
regularized biased MF technique trained with feature-wise stochastic gra-
dient descent Funk (2006). The number of features was set to 50 and
the number of iterations was 100. The learning rate was 0.001 and the
regularization factor was set to 0.015. The damping value was set to 5.
IMF. This is the implicit matrix factorization (IMF) algorithm trained with
ALS Hu et al (2008) of Lenskit. If its input data contains rating values (as
in our case), these will be used as the ‘confidence’ values. The number of
features was set to 50 and the number of iterations was 20. The regularization
factor was set to 0.1.

Impl_ALS. This is an implicit-feedback recommender algorithm of Ben
Frederickson’s ‘implicit’ library Frederickson (2023) that connects with
Lenskit. The prefix ‘Impl’ refers to this implicit library. Although our dataset
contains ratings, this algorithm considers the data as implicit feedback. The
algorithm is a factorization model that is trained with the ALS method Hu
et al (2008). We set the number of features to 50 to be consistent with the
other algorithms, although the default value is 100. The regularization factor
was 0.01. The number of iterations was 15.

Impl BPR. This is also one of the implicit-feedback recommender algo-
rithms of the ‘implicit’ library Frederickson (2023). Bayesian personalized
ranking (BPR) Rendle et al (2009) is a recommender model that learns a
MF embedding based on minimizing the pairwise ranking loss. The number
of features was 50 (default value is 100); the learning rate was 0.01; and the
regularization factor was 0.01.

ItemItem. This is a traditional item-item nearest-neighbor collaborative
filtering with ratings Linden et al (2003). The (maximum) number of neigh-
bors for scoring each item was set to 20. The minimum number of neighbors
for scoring each item is 1.

Pers. Mean. This is the user-item bias rating prediction algorithm that
calculates a personalized (Pers.) mean. The rating prediction is calculated
as the sum of the global mean rating, the item bias, and the user bias. The
damping factor was set to 0.0, meaning there is no damping.

Random Popular This algorithm selects a set of random items from the
most popular items in the dataset. The popularity of the item is determined
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based on the rank that is calculated with the ratings for that item. This is the
only algorithm that generates recommendations that are not personalized
according to the ratings of the user that receives the recommendations.

e Scikit_SVD This algorithm implements biased MF for implicit feedback
using SciKit-Learn’s SVD solver Scikit Learn (2023). This is a pure SVD
implementation. The algorithm operates by first computing the bias, then
computing the SVD of the bias residuals. The number of features was set to
50; the damping factor was 5.

e TF_BPR The algorithms with the prefix ‘TF’ use TensorFlow for the
optimization Tensorflow (2023). This algorithm implements BPR with MF,
optimized with TensorFlow. The number of features was set to 50; the
regularization factor was 0.02, and the batch size was 10.

¢ TF_BiasedMF This algorithm implements the standard biased matrix fac-
torization model, like BiasedMF, but learns the model parameters using
TensorFlow’s gradient descent instead of the alternating least squares algo-
rithm. The number of features was set to 50; the damping factor was 5; the
regularization factor was 0.02, and the batch size was 10.

¢ TF _IntegratedBiasMF'. This is a biased MF model for explicit feedback,
optimizing both bias and embeddings with TensorFlow. This implementa-
tion uses TensorFlow to fit the entire model, including user/item biases and
residuals, and uses TensorFlow to do the final predictions as well. The num-
ber of features was set to 50; the regularization factor was 0.02 both for the
embedding vectors and the bias vectors, and the batch size was 10.

e UserUser. This is the traditional user-user nearest-neighbor collaborative
filtering with ratings Goldberg et al (1992). The (maximum) number of
neighbors for scoring each item was set to 20. The minimum number of
neighbors for scoring each item is 1.

3.2 Recipe Data Set

To evaluate the recommendation algorithms and the grouping strategies, we
used a dataset from an online recipe platform that allows users to consult and
review the recipes. Besides a textual description of the recipe with ingredients
and preparation method, the original dataset contains also 573,678 reviews
with a rating score for a recipe. These review scores are used as input for the
algorithms. In total 62,986 recipes and 321,442 different reviewers are available
in the dataset. However, many of these users provided only a few ratings, which
makes it difficult to generate accurate personal recommendations. In other
words, they suffer from the cold start problem. A commonly-used solution is
to ignore the users who have only a few ratings, and limit the recommender to
generate only recommendations for users with at least T" ratings, where T"is a
threshold value. This strategy is also applied in the Movielens dataset Grou-
plens (2023). Each user in the MovieLens dataset has rated at least 20 movies.
In our recipe datasets, we ignore the users with less than 10 ratings. This
results in a new dataset with 4,620 users. In total, the new dataset contains
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95,478 ratings of these “more active” users, which are used to train and test
the recommendation algorithms.

3.3 Offline Evaluation

To evaluate the recommendation algorithms, the data set is first split into
training set and test set. The training users are users for whom all their ratings
are added to the training set and used for training of the algorithm. It is a
random selection of 80% of the users. The remaining 20% of the users are the
test users. For these test users, 80% of their ratings are added to the training
set so that the algorithm can learn their preferences. The remaining 20% of the
ratings of the test users are added to the test set for evaluating the algorithm.
This partitioning of the data per user is a common practice for evaluating
recommender systems and is also one of the standard evaluation methods in
Lenskit.

For each user-item pair, the recommender calculates a prediction of the
rating score. Subsequently, the items are ordered by their rating prediction,
and the top 10 items are selected as recommendations for the user. These top
10 items are used for evaluating the recommender.

The accuracy of the recommendations is evaluated using a commonly-used
metric, Normalized Discounted Cumulative Gain (nDCG). The nDCG is a
ranking metric that measures whether the algorithm ranks the items in the
same order as the user. To calculate the nDCG, first the DCG (Discounted
Cumulative Gain) of a list of recommendations is calculated. It accumulates
the gain of a list of items and multiplies the gain with a discount factor based
on that item’s position in the list.

|L]
DCG(u,L) = Zgain(u, i) * disc(i) (1)
i=1

Where L is the ordered list of items offered to the user u, as recommen-

dations. As common practice for data sets with ratings, the gain is defined as
the rating the user u gave to item ¢, i.e 7y;:

gain(u, i) = ry; (2)
The discount factor for each item is proportional to its position within the list
and defined as follows:
1

disc(i) = loga(rank(i) + 1) )

Where rank(i) is the position of the item within the list. Because of this
discount factor, items that are presented first are more important than items
at the back of the list.
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This mimics the behavior of real users in the way that users’ attention
will be more drawn to and focused on the first items of the list. Gradually,
their attention typically weakens over time towards the end of the list. After
calculating the DCG of the proposed recommendation list, it can be normalized
as follows: DCG(u. L)

u?

nDCG(u, L) DOG(a, Limead) (4)
Where L;geq; is the ideal list to present to the user. This ideal list is a list of
items, ordered according to the user’s ratings from highest to lowest rating.
These ratings can be available in the test set for evaluation. Of course, this
ideal list is limited to the ratings that are available for the user and will almost
never be the true ideal list for that user. The normalized discounted cumulative
gain has a value between 0 and 1, the higher the better. After calculating the
nDCG for each individual user, the mean nDCG over all users of the dataset
U is calculate as evaluation metric of the algorithm.

WDCG — EluUzll nDCG(u, L)
U

(5)

This process of calculating the mean nDCG over all users is repeated
for every algorithm of Section 3.1. For each algorithm, the calculations are
repeated in three iterations and the mean value of the nDCG of these iterations
is reported in Section 4.1.

3.4 Evaluating Group Recommendations

Besides recommendations for individual users, we also want to evaluate group
recommendations for groups of people. A major issue in the domain of group
recommender systems is the evaluation of the effectiveness, i.e., comparing
the generated recommendations for a group with the true preferences of the
group. Performing online evaluations or interviewing groups can be partial
solutions but are not feasible on a large scale or to extensively test various
combinations of alternative configurations. Therefore, we chose to perform an
offline evaluation with a dataset with ratings.

However, a data set with ratings originating from groups of people is,
according to our knowledge, not available for research purposes. In the lit-
erature, group recommendations have been evaluated several times by using
synthetic groups of users. Baltrunas et al (2010) used the MovieLens data set
to simulate groups of different sizes (2, 3, 4, 8) and different degrees of sim-
ilarity (high, random) with the aim of evaluating the effectiveness of group
recommendations. Chen et al (2008) also used the MovieLens data set and
simulated groups by randomly selecting the members of the group to evaluate
their proposed group recommendation algorithm. They simulated group rat-
ings by calculating a weighted average of the group members’ ratings based
on the users’ opinion importance parameter.
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Quijano-Sanchez et al (2010) used synthetically generated data to simulate
groups of people in order to test the accuracy of group recommendations for
movies. In addition to this offline evaluation, they conducted an experiment
with real users to validate the results obtained with the synthetic groups. To
measure the accuracy of the group recommendations in the online experiment,
they created groups of participants and asked them to pretend that they are
going to the cinema together. One of the main conclusions of their study was
that it is possible to realize trustworthy experiments with synthetic data, as
the online user test confirmed the results of the experiment with synthetic
data. This conclusion justifies the use of an offline evaluation with synthetic
groups to evaluate the group recommendations in our experiment. Also in our
previous work on group recommendations De Pessemier et al (2014a), we used
synthetic groups to evaluate different methods for aggregating the data.

For our research, we adopted the evaluation procedure of the group rec-
ommendations, as proposed by Baltrunas et al (2010). This is performed as
follows. Firstly, artificial groups are composed by selecting random users from
the data set. All users are assigned to one group of a predefined size. Secondly,
group recommendations are generated for each of these groups based on the
group members’ ratings in the training set. Since group recommendations are
intended to be consumed in group and to suit simultaneously the preferences
of all members of the group, all members receive the same recommendation
list. Thirdly, the recommendations are evaluated individually as in the clas-
sical single-user case, by comparing (the rankings of) the recommendations
with (the rankings of) the items in the test set of the user, as explained in
Section 3.3.

This way, we evaluated group recommendations based on the two different
aggregation strategies and using the different algorithms of Section 3.1, and
compared these results with the recommendations for individual users. These
results are discussed in Section 4.1

3.5 Recommender for Online Evaluation

The online evaluation consisted of three phase. Firstly a focus group was orga-
nized to derive the users’ expectations. Secondly, the users could test our
cooking assistance app while preparing a recipe. Thirdly, we assessed the users’
findings with the app and the recommendations through a survey.

3.5.1 Focus group

The goal of the evaluation with real, potential users was to obtain insights
in what users think is important for a recipe app. A couple of months before
the online evaluation of the app and the recommendations, a focus group was
organized with 12 participants to assess the expectations that people have for a
recipe app. When sampling the participants of the focus group, the aim was to
obtain a diverse mix of participants based on their cooking profile (beginner=4,
intermediate=3, advanced=3, professionals=2), gender (5 men, 7 women) and
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Fig. 1 Screenshots of the app with the onboarding and profile creation

age (M = 33.93, SD = 10.84). The results of this focus group are discussed
in Section 4.2. The findings of the focus group were used in the design of the
recipe recommmender app.

3.5.2 Cooking assistance app

The cooking assistance app consists of 2 parts: the onboarding and profile
creation as visualized in Figure 1 and the recipe recommendations, recipe
selection and cooking assistance as visualized in Figure 2. When starting the
app, the user can choose between the onboarding process and the cooking
process (Figure 1(a)). Next, the user can specify her name (Figure 1(b)), which
serves as a login for the retrieval and update of an existing profile, or as
identifier for the creation of a new profile.

If the user has chosen for the cooking process, the application jumps to the
screen of Figure 2(a), where the user can specify for whom the recommenda-
tions are intended. If the user chooses for the onboarding, she can create or
update her profile. In the onboarding phase, the users are asked to specify their
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ratings for 10 well-known recipes in order to create an initial profile with pref-
erences. These ratings help to cope with the cold-start problem, that occurs
when new users enter the system and have not specified enough ratings to cal-
culate accurate recommendations Natarajan et al (2020). Figure 1(c) shows
how this rating process is performed. The users can see the title of the recipe
with an associated photo and can provide a star rating on a five-point likert
scale. This screen is repeated 10 times to obtain a first set of ratings to calcu-
late the recommendations. Subsequently, the users are asked to specify their
food allergies, as visualized in Figure 1(d), so that the recommender can take
these restrictions into account. In the next screen (Figure 1(e)), the users can
specify whether they are on a diet. The users can also specify whether they
dislike a certain ingredient as illustrated in Figure 1(f). Recipes containing a
disliked ingredient will not be recommended, or the ingredient is replaced by an
alternative, if this is possible. The preferences gathered in these screens will be
used to construct the user profile that serves as the input for the recommender
system.

After specifying the ratings, allergies, diets, and disliked ingredients, the
users can specify for whom they will cook in the screen of Figure 2(a). If the
users chose the cooking option instead of the unboarding, this screen is also
shown after the users have input their name. The input of Figure 2(a) deter-
mines the type of recommendations: for an individual user or for a group of
users. If recommendations for a group of people have to be generated, the
aggregating recommendations strategy, as explained in Section 1, is used, since
this strategy outperformed the aggregating profiles strategy in the offline test
of Section 4.1. These group recommendations take into account the allergies,
diets, and disliked ingredients of the group members by not suggesting any
recipe that violates any of these restrictions. In the subsequent screens, more
information is gathered about the properties of the dish that users want to
cook. This information is used to narrow down the number of potential recipes
that can be recommended and this way provide more targeted suggestions. In
the screen of Figure 2(b), the users can narrow down the recommendations to
a specific cuisine. In the next screen of Figure 2(c), users can specify the type
of dish: entree, main or dessert. A final filtering based on the time required
to prepare the dish is visible in Figure 2(d). Subsequently, a list of 10 per-
sonalized recommendations is presented to the users. In Figure 2(e) only the
top-3 recommendations are visible, but the users can scroll down to see the
other ones. The users can select a recipe and get more information such as
difficulty and the estimated time to prepare the dish (Figure 2(f)). On the
next screen (Figure 2(g)), the users get more details about the recipe such
as the needed ingredients. Moreover, the users can personalize the recipe by
changing some aspects such as the cookedness of meat and pasta, or the addi-
tion of herbs and spices. Figure 2(h) shows how the cookedness of the meat
can be changed. This is important for the instructions for cooking the recipe
that users get. Finally, Figure 2(i) shows these step-by-step instructions for
preparing the dish. Through a checklist, the users can indicate which steps
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have been performed, so that the app can follow the users’ progress and give
new instructions.

3.5.3 Survey

In order to obtain a better understanding of the cooking experience while
using the app and the user experience with the recommendations, a test
of the app and linked survey have been conducted in a prototype kitchen
with 54 participants. Users were asked to use the app, do the onboarding,
inspect the recommendations, select a recipe, and cook the meal based on the
instructions of the app. For evaluating the recommendations, we performed
a within-subjects experiment. Users received two different lists, one with rec-
ommendations of the popular recommender, which can be considered as a
baseline, and one list with recommendations of the Implicit ALS algorithm,
as described in Section 3.1 because this algorithm showed to be the best in
the offline evaluation (Section 4.1). Users were not aware of the different algo-
rithms that were used to generate these lists. Because of the within-subjects
design, we obtained 54 user evaluations for each of both recommender lists,
which allows a quantitative comparison of the two algorithms.

This quantitative comparison was performed to assess how pleased the
users are with the recommendations. Firstly, users were asked to evaluate
each of the 10 recommendations according to their preferences on a 10-point
rating scale. Which set users received first, was counterbalanced. Half of the
users received firstly the recommendations of the Implicit ALS algorithm and
secondly the recommendations of the popular recommender. The other half
received the recommendation lists in reverse order. Users were told the aim
was to evaluate different algorithms and thus believed both recipe sets were
personalized. In reality, the list with random popular items did not take into
account the ratings of the users and was thus not personalized.

Subsequently, some questions were asked to assess the quality of the rec-
ommendation lists as a whole. Table 1 shows the questions of this survey,
together with the quality attribute of the recommendations that we wanted
to evaluate. These questions are selected from the ResQue framework, a user-
centric evaluation framework for recommender systems Pu et al (2011). Users
had to evaluate the two sets of recommendations on a 5-point scale: (1) Dis-
agree completely (2) Disagree (3) Neutral (4) Agree (5) Agree completely. For
the processing of the results, we mapped these answers to the numbers 1 to 5.
In Section 4.2, we will discuss the results of this survey.

So in this experiment, the independent variable was the type of recom-
mendation algorithm that was used, the dependent variables are the users’
answers evaluating the algorithm, and the control variables are the test envi-
ronment characteristics that remain constant: the experiment was performed
in a kitchen environment during weekdays.
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4 Results

4.1 Offline evaluation

Figure 3 shows the accuracy in terms of nDCG for the different recommen-
dation algorithms. For each algorithm, the results are shown in a set of three
bars of a similar color. The bars that indicate the accuracy of the recommen-
dations for individual users are named: BiasedMF, FunkSVD, IMF, Impl_ALS,
Impl BPR, Itemltem, Pers. Mean, Random Popular, Scikit_.SVD, TF_BPR,
TF BiasedMF, TF IntegratedBiasMF, and UserUser. For each of these algo-
rithms, the recommendations for individual users are compared with the
recommendations that are generated for groups of users. In Figure 3, groups
of 2 people have been created and the two aggregation strategies have been
compared. The bars with the suffix “AggrProf” show the nDCG of the group
recommendations that are generated by aggregating profiles of users. The bars
with the suffix “AggrRec” show the nDCG of the group recommendations that
are obtained by using the aggregating recommendations strategy.

Figure 3 also compares the different algorithms and shows that the algo-
rithm based on alternating least squares of the implicit library (Impl ALS)
generates the most accurate results, with an nDCG around 0.18 for the recom-
mendations for individuals. Although this is an algorithm designed for implicit
feedback, it works very well for rating data sets too. Also the implicit matrix
factorization (IMF) algorithm and the algorithms using Bayesian personal-
ized ranking (Impl_ BPR and TF_BPR) have a high accuracy in comparison
with the other algorithms. This answers RQ1: “Which algorithm is the most
accurate to recommend recipes?”’. Based on these results, we opted to choose
Implicit ALS as algorithm for the online evaluation of Section 3.5.

The bars (with suffix “AggrProf” and “AggrRec”) that represent the group
recommendations are typically lower than the bars of the individual recom-
mendations. This could be expected, since these group recommendations may
have to make a compromise in case of conflicting preferences of the group mem-
bers. We also witness that the group recommendations using the aggregating
profiles strategy have in most cases (for 12 of the 13 algorithms) a lower accu-
racy than the group recommendations using the aggregating recommendations
strategy. Since the aggregating profiles strategy aggregates that data at the
beginning of the information flow to create a complete new group profile, the
final group recommendations may differ significantly from the recommenda-
tions of the individual users. As a result, these group recommendations may
be more serendipitous at the expense of a lower accuracy. This answers RQ2:
“Which group recommendation strategy provides the most accurate recipe
recommendations?’.

Figure 4 shows the accuracy in terms of nDCG for the individual users and
for groups of 6 persons. Here we see similar conclusions. Impl_ALS generates
the most accurate recommendations and the accuracy of group recommenda-
tions is lower than the accuracy of individual recommendations. If we compare
Figures 3 and 4, we see a lower accuracy for the group recommendations



Recipe recommendations for groups

29Y.466y 1asniasn

4014466y I1asnJasn

JasnJdasn

29yl6BY 4selgpajelbajul 41

4014166V dinsergpaiesbaiul 4L

diselgpajefbajul 41

224466y Jpaselg 4L

401d4BBY Jpaselg 41

dwpaselg 41

294466y HdE 4L

401dIB6Y Wdg 4L

ELRETR

524466y AAS IS

4014466y AAS IS

aAAS IS

29y466y Jejndod wopuey

B 014166y Jejndod wopuey

Jeindod wopuey

22Y466y ueay "siad
1014166y uea| ‘siad

h ues|y ‘siad

29Y.466y " Wajjway|

J0id4b6Yy wayway

waywsay

234466y Ydg [dw]

4014466y ydg [dwi

Ydg |dw

BENIIJSVASS VAT 1))

101d166Y STV |dwi

STV 1dw)

224466y 4|

401466y 31

Bl

234466y aASHUN4

4014166y AASHUN4

ansyung

29y.46by Jpnpaselg

4014166V JWpaselg

0.0175

0.0150

0.0125

O

0 0.0100

0.0075

dlpaselg
o w9
n o o
o o o
S o o
o o o

Fig. 3 Evaluation of the recommendation algorithms for individual users, and for groups of

2 users using the aggregating profiles strategy and the aggregating recommendations strategy

for groups of 6 persons. This can be explained as follows. As the group size
increases, generating accurate recommendations for the group becomes more

difficult. More preference profiles with possibly conflicting preferences have to

be aggregated and more compromises have to be made.
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4.2 Online evaluation
4.2.1 Focus group

In the focus group that was organized before the design of the app, the
following findings were concluded:

1. Users expect a personal experience, but also like to add their own accents.
A personal touch can be enabled by personalized recommendations.

2. Users also expect that everything happens implicitly, in the background,
almost magically. They want recommendations without giving too much
input.

3. According to the participants, companies realize that it is no longer just
about interactions between people and computers, but more about the
experience around the cooking app. How do you create a surprising and
unexpected experience?

These findings of the focus group indicate the importance of personalized
recommendations in a recipe app for people. The first finding clearly focuses on
personalized recommendations that can be fine-tuned with a personal profile.
The second finding shows that users prefer a system with automatic recommen-
dations, for which they have to provide no or limited input and feedback. The
third finding emphasizes the importance of serendipity and surprise regarding
the recommendations.

4.2.2 Survey

After the focus group and the development of the app, users were asked to use
and evaluate the app and the recommendations as discussed in Section 3.5.
After the onboarding phase, users received their recipe recommendations. Sub-
sequently, users were asked to rate the 10 recommendations generated with
the non-personalized recommender (random popular algorithm) and the ones
generated with the personalized recommender (Implicit ALS algorithm). They
were not aware of the different algorithms used.

Table 1 shows the results of this evaluation of the recommendations and
the survey regarding the quality attributes of the recommendations. The per-
sonalized recommendations are generated with the Implicit ALS algorithm
based on the ratings gathered in the onboarding phase. In contrast, the set
of non-personalized recommendations was generated with the random popu-
lar recommender without taking the ratings of the user into account. For each
question, the results of the best performing algorithm are shown in bold.

Row 0 of Table 1 shows the mean value of the ratings provided by the users
on a scale of 10 for the non-personalized and personalized recommender. The
personalized recommendations received a better evaluation from the users.
However, the difference was small (Table 1). This small difference between per-
sonalized and non-personalized recommendations can be explained as follows.
Users typically have a preference for the popular recipes, and give therefore a
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Table 1 Questions, quality attributes and the resulting answers of the survey

Quality . Non .
No attribute Question Personalized Personalized
Recommenda- .
0 tion quality I would .evaluate this recom- 6.49 6.63
p=18 mendation on a scale of 10
Accuracy The recipes recommended to .
1 p=.44 me matched my interests 3.54 3.52
9 Novelty The rgcommepded recipes are 3.56 3.65
p=.25 innovative for me
3 Novelty The reco.mmender system helped 3.81 3.85
p=.39 me discover new products
4 Transparency I understood why these recipes 3.30 3.35
p=.36 were recommended to me
Perceived
5 usefulness The recomme?nder helped me 3.02 3.15
find the ideal recipe
p=.18
Perceived .
6 usefulness Using the recommender system 3.69 3.76
p=.28 to find what I wanted was easy
Perceived
7 usefulness The recommender sys.tem 3.54 3.57
p=41 gave me good suggestions
Confidence I am convinced of the
8 — 18 quality of the recipes 3.24 3.39
p= that were recommended to me
9 Confidence I am confident I will like the 3.37 3.44
p=.27 recipes recommended to me
Confidence The recommender made me more
10 p=.13 confident about my decision 2.98 3.15
Trust
1 in system The recommender system 3.43 3.43
can be trusted
p=.50
User I would like to use this
12 intention vou ° . 3.67 3.62
recipe recommender again
p=.44
User .
13 intention I would use this 3.46 3.44
recommender regularly
p=.44
Sharing .
14 experiences [ would .tell my friends 3.57 3.61
p=.36 about this recommender

rating that is not much lower than the rating for the personalized list. More-
over, because of the cold start, the Implicit ALS algorithm might not be as
accurate as in the offline evaluation. In the online evaluation, all users had
exactly 10 ratings. Gathering more ratings might further increase the accuracy.
In addition, some recommended recipes were not so familiar for the partici-
pants. This might be due to the fact that we used an American database of
recipes for our Belgian test users. This is also reflected by the high rating on
recommendation novelty for both sets of recipes (Table 1).

Rows 1 to 14 of Table 1 show the mean value of the answers of the users
on the survey on a scale of 5. The personalized algorithm achieved the best
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results for 10 of the 14 questions. So the personalized recommender scores
better than the non-personalized recommender for the majority of the quality
attributes such as novelty, transparency, perceived usefulness, confidence in
the recommendations, and sharing experiences with friends.

The non-personalized algorithm performs the best for 3 questions, more
specifically for the quality attribute “user intention” (Questions 12 and 13)
and for Question 1 that assesses the attribute “accuracy”. It is surprising
that the personalized algorithm does not perform better in terms of accuracy
than the non-personalized algorithm, although the difference is small (0.02)
for Question 1. The evaluation of the individual recommendations (row 0 in
Table 1) also assesses the accuracy of the recommendations and shows that
the personalized recommender scores slightly better than the non-personalized
recommender. Therefore, there is no clear winner between the personalized
and non-personalized recommender in terms of accuracy. One explanation
might be that the popular recommendations are more recognizable for the user
and receive therefore a good score in terms of accuracy. The recognizability
of recipes might also be the reason why the non-personalized recommender
scores better than the personalized recommender in terms of user intention. If
users recognize some popular recipes, they might be more willing to use the
app again, and use it more regularly. For one question, we have a tie, more
specifically for question 11 that assesses the user’s trust in the system.

The results of Table 1 give an answer to RQ3: “Do personalized rec-
ommendations result in better valued recipes compared to non-personalized
recommendations?”. For 10 out of the 14 questions, and for the evaluation of
the individual recommendations, the personalized list was better evaluated.
But based on the rather small differences between both recommendation lists,
we can conclude that 10 ratings per user is not enough for completely accurate
recommendations with state-of-the-art algorithms in the context of a recipe
recommender.

Before the actual testing of the app, the users were partitioned into groups
according to their cooking skills. Table 2 shows the number of users of each
cooking level, together with the mean of the ratings they gave to the personal-
ized recommendations. The table shows a higher mean rating for people with
better cooking skills. We performed an ANOVA analysis to tests if the different
cooking levels have a different mean rating value. The test resulted in a p-value
of 0.24. So, on a confidence level of 0.05, no significant difference between the
3 groups could be identified with ANOVA. However a T-test between profile
1 and profile 3 resulted in a p-value of 0.07. And the T-test between profile
2 and profile 3 resulted in a p-value of 0.05, so a significant difference. Based
on this we can conclude that users with advanced cooking skills typically rate
their recommendations higher than novice or intermediate cooks. The differ-
ence is about half a star. The reason for this might be that these users are
more curious and motivated to try new recipes.
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Table 2 Mean rating for the personalized recommendations per profile

[ Cooking Profile [ N [ Mean rec. rating l

1=Novice 16 6.48
2=Intermediate | 26 6.53
3=Advanced 12 7.04

4.2.3 Qualitative user feedback

The users who did the experiment were asked to share their experiences with
the cooking assistance app and the recipe recommendations. The users’ feed-
back provided us the following interesting insights. Recipe recommendations
should correspond to meal planning habits. Meal planning occurs either at the
end of a working day or in the beginning of the week. Users should receive
there recommendations than.

Recipe recommendations are especially useful in case of no inspiration. But
users might want to filter these recommendations based on criteria such as
costs.

Users believe that the difficulty level of the recommended recipes should
match the experience of the cook (e.g., novice, expert). Through an additional
filtering of the recommendations this can be achieved. Consequently, ratings
of dishes should not only be related to flavor, but also to the process (was it
indeed an appropriate dish for the cook type?). This can be achieved by asking
users to give multiple ratings per recipe, one for each of the different criteria.

Moreover, users said that the rating should be asked a couple of hours after
the cooking moment, when users can better evaluate the different aspects of
the recipe. This can be achieved by a notification of the mobile app, asking
for this rating.

Users like the possibility to combine individual profiles. But, they also
request the possibility to create ‘collective’ profiles, e.g., a family profile, or a
guest profile, for occasional visits.

5 Conclusion

In this article, groups recommendation algorithms for recipes were bench-
marked using an innovative combination of offline evaluation with datasets
and online evaluation with users utilizing a mobile app. We evaluated 13 algo-
rithms and 2 strategies to generate group recommendations for recipes. An
offline test showed that the Implicit ALS algorithm of the Lenskit framework
generates the most accurate recommendations. For group recommendations,
the strategy that aggregates the recommendations of the group members out-
performs the strategy that creates a group profile from the ratings of the
group members. For enabling an online test, we developed a cooking app that
assists users in the complete cooking process, ranging from selecting the peo-
ple for whom cooking will be done, and receiving recipe recommendations, to
step-by-step instructions for preparing the meal. This online test with 54 par-
ticipants showed that for new users, who suffer from the cold start problem,
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the noticeable differences between personalized and unpersonalized recommen-
dations are rather limited. The personalized recommendations of the Implicit
ALS algorithm scored better than (11/15) or equal to (1/15) the unpersonal-
ized list with popular items, in terms of the questions regarding the quality
attributes. But because of the limited number of ratings of these cold-start
users, these differences were small and not significant. Therefore, we concluded
that 10 ratings per user are not enough for accurate recommendations with
state-of-the-art algorithms in the context of a recipe recommender. Analyz-
ing the cooking skills of the users, showed that advanced cooks typically rate
the recommendations higher than novice cooks. These results could be used
by designers of cooking apps as a guideline to decide what algorithm to use,
how to enable group recommendations, and as an advice to make a distinction
between users based on their cooking competences. To cope with the cold start
problem, cooking apps should ask their users to rate at least 10 recipes during
the onboarding phase; but our offline evaluation showed that state-of-the-art
recommendation algorithms have a potentially higher accuracy in case more
ratings per user are available. In future work, it would be interesting to inves-
tigate more in detail how many ratings are needed to overcome the cold-start
problem and exploit the full potential of recommender algorithms for recipes.
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