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Abstract 
Objective: In this study, we investigate the potential of large language models (LLMs) to complement biomedical knowledge graphs in the 
training of semantic models for the biomedical and clinical domains.
Materials and Methods: Drawing on the wealth of the Unified Medical Language System knowledge graph and harnessing cutting-edge 
LLMs, we propose a new state-of-the-art approach for obtaining high-fidelity representations of biomedical concepts and sentences, consisting 
of 3 steps: an improved contrastive learning phase, a novel self-distillation phase, and a weight averaging phase.
Results: Through rigorous evaluations of diverse downstream tasks, we demonstrate consistent and substantial improvements over the pre
vious state of the art for semantic textual similarity (STS), biomedical concept representation (BCR), and clinically named entity linking, across 
15þ datasets. Besides our new state-of-the-art biomedical model for English, we also distill and release a multilingual model compatible with 
50þ languages and finetuned on 7 European languages.
Discussion: Many clinical pipelines can benefit from our latest models. Our new multilingual model enables a range of languages to benefit 
from our advancements in biomedical semantic representation learning, opening a new avenue for bioinformatics researchers around the world. 
As a result, we hope to see BioLORD-2023 becoming a precious tool for future biomedical applications.
Conclusion: In this article, we introduced BioLORD-2023, a state-of-the-art model for STS and BCR designed for the clinical domain.
Key words: natural language processing; machine learning; knowledge bases; biological ontologies; semantics. 

Introduction
Clinical and biomedical natural language processing (NLP) 
rose to prominence in the last few years,1 debuting a long ser
ies of surveys2–8 highlighting the potential and inherent chal
lenges of harnessing the synergies between, firstly, the reliable 
insights originating from biomedical knowledge graphs 
(BKGs) and, secondly, the impressive generalization capabil
ities of cutting-edge deep learning techniques, specifically 
large language models (LLMs).

Such an insight fusion could have an immense impact 
across a wide range of applications, encompassing clinical 
case summarization, clinical decision support, patient diagno
sis and triage, pharmacovigilance, disease subtyping, drug 
discovery, as well as help researchers build more explainable 
artificial intelligence (AI) systems.

In this work, we extend the line of work initiated by BioSyn,9

SapBERT,10 and BioLORD11 by integrating knowledge graph 
information during and after the pretraining of semantic bidirec
tional language models.12 These bidirectional models form a cor
nerstone of the modern retrieval-augmented generation (RAG) 
pipeline,13,14 which is critical in most applications of LLMs in a 
real-world setting (both to enable LLMs to access accurate and 
up-to-date data before writing their answers, but also because it 
makes tracing and combating erroneous answers more tractable).

This article introduces several novel contributions to this exist
ing body of work, aiming: firstly, at broadening the biomedical 
expertise of semantic models, secondly, at reducing the trade-off 
between the biomedical knowledge and the general language 
understanding of finetuned models, and thirdly at enabling more 
languages to benefit from the obtained improvements.

To this end, we present in this article a new model, 
BioLORD-2023, which builds upon the achievements of the 
original BioLORD model11 but has novel characteristics, 
such as an improved training strategy and an updated train
ing corpus. The original BioLORD will henceforth be 
referred to as BioLORD-2022, and compared against the 
new BioLORD-2023, to avoid confusion.

The first contribution of BioLORD-2023 concerns the 
usage of OpenAI LLMs15 for converting into text the infor
mation contained in biomedical ontologies and their knowl
edge graphs,16,17 a task where LLM’s language fluency and 
latent knowledge of biomedical matters proved useful. This is 
important, as only 5% of clinical concepts possess human- 
written definitions in large biomedical meta-thesauri.11,16

Fortunately, modern LLMs prompted with knowledge graph 
information have been shown to generate largely reliable, 
insightful, and fluent definitions for a vast majority of bio
medical concepts.18
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Yet, the practical benefits of such LLM-generated defini
tions have not been studied extensively so far, something we 
aim to address. In this article, we conclusively demonstrate 
that the existence of these artificial definitions for a large 
majority of biomedical concepts is able to substantially 
enhance the quality of textual representations obtained using 
the “Learning of Ontological Representations through Defi
nitions and textual representations” strategy (LORD),11 by 
including such definitions in the training data of our new 
model and assessing its impact on downstream tasks.

Our second contribution, a self-distillation approach, takes 
advantage of the existence of this broad set of definitions to 
accelerate the convergence process of the LORD training 
strategy, thereby achieving superior biomedical knowledge 
acquisition at a reduced loss of general language understand
ing capabilities.

Combining these 2 strategies, we train a new biomedical 
semantic model, BioLORD-2023. We evaluate our newly 
trained BioLORD-2023 model on a broad spectrum of down
stream tasks, including biomedical concept representation 
(BCR), semantic textual similarity (STS), and named entity 
linking (NEL), with considerable gains across the entire range 
of tasks.

Our third and last contribution is the release of our first 
multilingual clinical language model, enabling the retrieval 
and the concept normalization of content in up to 50 lan
guages, thanks to the cross-lingual distillation strategy 
described by Reimers et al.19 and a multilingual alignment 
dictionary built from SNOMED—CT17 using LaBSE.20

We evaluate this new multilingual model based on the test 
suite developed for multilingual-SapBERT,21 a similar model 
which is widely considered as the current state of the art in 
the domain. We also evaluate the quality of the distillation 
process using our evaluation metrics for the English 
language.

To summarize, our 3 main contributions are as follows:

1) The expansion of our training corpus by supplementing 
its existing knowledge with new LLMs-generated defini
tions for 400 000 concepts, fusing knowledge graph and 
LLM insights inside the LORD pretraining. 

2) The introduction of a novel self-distillation technique to 
speed up biomedical knowledge acquisition while pre
serving the language understanding capabilities of the 
BioLORD-type models. 

3) The delivery of a state-of-the-art multilingual model for 
the biomedical domain, using a proven cross-lingual dis
tillation technique. 

Related works
Before delving into the details of our methodology, we pro
vide a short description of the context in which this work 
finds its place, the technologies used in this article, and the 
previous efforts which made this work possible, starting with 
BKGs.

Biomedical knowledge graphs
BKGs are graph-based representations of biomedical data 
and knowledge, where nodes represent entities (eg, genes, dis
eases, drugs) and edges represent relationships (eg, interac
tions, associations, causations) between these entities. BKGs 
can be classified by their scope, curation strategy, and 

structure, and they can contain various types of informa
tion.22 Several applications and tasks in biomedicine and 
healthcare have been shown to benefit from BKGs, both 
because BKGs can be used as reliable sources of information, 
and because they provide traceable explanations for answers 
which can be derived from them.

Unified Medical Language System (UMLS)16 and Systemat
ized Nomenclature of Medicine—Clinical Terms (SNOMED— 
CT)17 are 2 examples of BKGs that are used to standardize 
health and clinical information. They differ from each other 
both in scope and structure. UMLS, as a conglomerate of bio
medical vocabularies, aims for large coverage and encompasses 
over 3.7 million concepts from 200þ source vocabularies, 
including SNOMED-CT; however, it does not provide consis
tent views for all its concepts. Conversely, SNOMED-CT aims 
to provide a reliable gold standard for electronic health record 
(EHR) standardization, thanks to its meticulous formal logic- 
based structure and approximately 358 000 clinical concepts.

In this work, we maximally leverage the strengths of both 
UMLS and SNOMED-CT by using them in the learning 
phases for which they are best suited. For instance, in con
tinuity with previous iterations of BioLORD, we employ the 
UMLS concepts and relationships as part of the contrastive 
pretraining, where the increased scope and diversity of 
described relationships is an advantage. However, we also 
employ definitions from the Automatic Glossary of Clinical 
Terminology (AGCT),18 which leverages the more standar
dized and consistently annotated graph of SNOMED-CT to 
enhance the homogeneity and reliability of the produced 
definitions.

Large language models in healthcare
LLMs encompass various types of machine learning models 
which have been trained on vast amounts of text to either 
achieve some understanding of existing content or generate 
original content based on instructions. They have recently 
demonstrated remarkable capabilities in NLP tasks and 
beyond.

LLMs have been used in various clinical applications.23–25

One such application is medical transcription and clinical 
coding using the International Classification of Diseases, 
where LLMs have been used to improve the accuracy and 
efficiency of converting spoken medical observations into 
written or structured EHRs.26

LLMs also show promise in various clinical data analysis 
tasks. For instance, they can analyze patient data such as 
medical records,23 or interpret imaging studies and labora
tory results.27,28 These insights can support diagnosis by doc
tors and other healthcare professionals.28 Finally, LLMs can 
also be used to identify clinical trial opportunities for patients 
by analyzing patient data such as medical records.29

Examples of large biomedical language models include 
Med-PALM,24 Galactica,30 ClinicalGPT,31 BioMedLM,32

BioGPT,33 and others. Commercial language models such as 
ChatGPT15 and GPT-434 have also shown great capabilities 
in Biomedical AI,25 despite lacking dedicated finetuning 
procedures.

Retrieval-augmented generation
While LLMs have demonstrated remarkable capabilities in 
NLP tasks, they are prone to hallucinations, which can result 
in incorrect diagnoses and treatments, leading to adverse 
effects on patients. RAG is a method that can be used to 

2                                                                                                          Journal of the American Medical Informatics Association, 2024, Vol. 00, No. 0 
D

ow
nloaded from

 https://academ
ic.oup.com

/jam
ia/advance-article/doi/10.1093/jam

ia/ocae029/7614965 by guest on 28 February 2024



reduce hallucinations in LLMs, as well as increase trust in AI- 
based tools by explicitly linking their output to external 
knowledge.

RAG involves augmenting LLMs with information 
retrieval (IR) systems, which can provide relevant content 
retrieved from external corpora as references. By incorporat
ing external knowledge, retrieval-augmented LLMs can 
answer in-domain questions that cannot be answered by 
solely relying on the world knowledge stored in the model’s 
own parameters.

IR systems often make use of pretrained models for dense 
passage retrieval (DPR) and baseline systems such as BM25, 
a traditional IR strategy that uses term frequency-inverse 
document frequency weighting to rank documents based on 
their relevance to a query. In this work, we focus on creating 
a dense concept and sentence representation model which is 
well suited for use, among other tasks, as a DPR model 
within a biomedical RAG pipeline.

Biomedical representation learning
To build a system capable of retrieving content relating to a 
concept by one of its names, the underlying models must be 
familiar with the vast biomedical terminology and the mean
ing of the underlying concepts. Because of the daunting scale 
of clinical terminology, in-domain pretraining is insufficient 
to cover long multiword expressions accurately. Therefore, a 
now large body of work attempts to produce better represen
tations using BKGs as a source, due to their extensive cover
age of biomedical concepts.

Although multiple variations of the strategy exist, most 
state-of-the-art models prior to 2022 focused on learning rep
resentations of biomedical entities based on the synonyms of 
entities, in a contrastive manner. Since then, BioLORD-2022 
was introduced to avoid spurious token-based overfitting 
using more of the relationships found in the BKGs, and by 
using full definitions to extract more fine-grained informa
tion out of medical knowledge bases. However, BioLORD- 
2022 did not make use of LLMs to expand the training data, 
and it only used concept definitions during the pretraining 
phase. BioLORD-2022 models also suffer from a consider
able performance decrease in general language understanding 
compared to the original pretrained language models they 
were based on, which is undesirable. In this work, we extend 
the BioLORD-2022 training strategy to fix these deficiencies.

Cross-lingual distillation of knowledge
In addition to this, we provide a multilingual variant of our 
new model. While some multilingual biomedical models 
already exist, such as Multilingual SapBERT, their perform
ance has been lower than the monolingual English models. 
This is because they rely on the existence of sufficient non- 
English training data during pretraining, but the existence of 
such data for the biomedical domain is scarce, and results in 
subpar generalization.

One of the goals of this work is to improve upon this state 
of the art using proven techniques for cross-lingual distilla
tion.19 Cross-lingual distillation trains a multilingual model 
to produce the same output as a target English model irre
spective of the language in which a concept name is provided, 
such that “Fever,” “Fiebre,” and “Fieber” produce the same 
output.

Methods
In this work, we train a concept and sentence representation 
model fine-tuned for biomedical content, following a novel 
3-step strategy (see Figure 1), and evaluate its potential on 
several downstream tasks, all described in the following sub
sections. We also provide justifications for the changes made 
to the previous iterations of this strategy, with the use of 
ablation studies.

Training data
In addition to the algorithmic changes described in the next 
section, a core aspect of our work hinges on the new data we 
leverage during the training, which we describe further in this 
section.

In addition to the training data already used in previous 
works, this study makes use of a LLM to generate a large set 
of definitions of biomedical concepts (grounded using the 
information contained in the SNOMED-CT ontology as con
text, as well as the information stored in the weights of the 
LLM itself). We leave the precise description of the procedure 
and its expert evaluation to the paper introducing the dataset 
[18] but we provide the most relevant details in the following 
paragraph.

In this new study, the preexisting UMLS definitions are 
indeed complemented by 400 000 biomedical definitions 
from the AGCT, a large-scale biomedical dictionary of clini
cal concepts which we generated using the SNOMED-CT 
ontology and the GPT-3.5 language model. A subset of the 
generated definitions was evaluated by NLP researchers with 
biomedical expertise on 3 metrics: factuality, insight, and flu
ency; based on these metrics and a strict 6-grade quality rat
ing, it was determined that more than 80% of the generated 
definitions would be usable for patient education, while more 
than 96% appeared useful for machine learning tasks. In this 
work, we set out to confirm whether that is truly the case in a 
practical scenario.

BioLORD-2023 also makes use of a newer version of the 
UMLS ontology (v2023AA) to generate its textual descrip
tion, compared to BioLORD-2022 (which used v2020AB). 
This enables the new version of the model to become more 
aware of recent developments in the field, for example, 
including knowledge related to the COVID-19 pandemic.

Training strategy
Contrastive phase
To obtain our BioLORD-2023 model, we first make use of 
the contrastive objective devised by van den Oord et al,35

with the goal of instilling biomedical knowledge into a base 
language model. More precisely, we make use of the LORD 
strategy11 in which batches of concept names and their defini
tions are fed to the language model, and where the distance 
between the representation of a concept name and the repre
sentation of its definition should be minimized while maxi
mizing the distance between a concept and the definition of 
the other concepts in the batch.

For instance, the representations by the language model of 
“ranitidine” and of “an H2-antagonist substance frequently 
used to treat peptic ulcer”16 are encouraged to be as close as 
possible, while remaining far from the representations of 
“aspirin” and of “a synthetic compound used medicinally to 
relieve mild or chronic pain and to reduce fever and 
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inflammation”,16 which are related to another concept of the 
batch (as illustrated in Figure 2).

In this work, we make use of the improved initialization 
strategy developed by Remy et al,36 which involves adapting 
the STAMB2 model37 used for the initialization of 
BioLORD-2022 to the STS tasks of our benchmark in a 
multi-task setup, prior to applying our contrastive phase. 
Multi-task setups have been shown to be effective in scenar
ios where catastrophic forgetting is possible as a result of 
continual learning.38 By aligning the STAMB2 model to the 
human preference of STS datasets prior to applying the con
trastive learning phase of BioLORD, BioLORD-2023 produ
ces representations of medical concepts which align more 
closely with human judgment.

We also insert this adaptation phase a second time, after 
the contrastive learning stage of BioLORD. This further 
enhances the BioLORD-2023 model’s performance on STS 
tasks.

Self-distillation phase
The contrastive pretraining strategy described earlier was 
shown to yield excellent results in biomedical knowledge 

acquisition. We briefly summarize next the findings of BioL
ORD-202211 and refer to the paper for details.

Compared to their STAMB2 base,37 models trained using 
the BioLORD-2022 methodology show a visible improve
ment in clinical sentence understanding and greatly improved 
BCR capabilities.

Unlike models trained using the SapBERT training strat
egy, BioLORD-2022 models remained proficient in the han
dling of sentence-level semantics. We attribute this to our 
choice of model initialization and the inclusion of concept 
definitions in the BioLORD-2022 training strategy, which 
succeeded in preventing a catastrophic forgetting of sentence 
parsing during the biomedical knowledge acquisition phase.

However, the addition of the definitions did not prove suf
ficient to avoid a measurable degradation of the performance 
of the model in general-purpose semantic similarity tasks. 
This degradation cannot be solely attributed to a loss of 
knowledge about general-domain concepts, as the perform
ance degradation remained visible even when no general- 
domain knowledge was required for solving the semantic 
task.

We attribute a large part of this performance degradation 
to the semantic space distortion induced by the extensive 

Figure 1. Compared to BioLORD-2022 (left), BioLORD-2023 involves a more advanced training strategy, composed of 3 phrases: a contrastive phase 
(further illustrated in Figure 2), a self-distillation phase (illustrated in Figure 3), and a weight-averaging phase (all further described in the following 
subsections).
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contrastive learning of concept names and their definitions, 
which only elicits a select few aspects of the STS task, blow
ing up the importance of these aspects considerably at the 
expense of other aspects of language understanding, thereby 
resulting in a loss of calibration of the model.

To counter-balance this, we propose to substitute the unsu
pervised contrastive learning phase by a supervised objective, 
taking into account the learnings of the contrastive phase 
without having to resort to a contrastive objective. To this 
end, we generate concept embeddings for the 4 million bio
medical concepts contained in UMLS (using the BioLORD- 

2023-C model), and finetune a base model (which has not 
undergone the contrastive learning phase) to accurately pre
dict these distilled concept embeddings via a learned projec
tion followed by a standard mean-squared-error loss (see  
Figure 3).

We call this process the “self-distillation phase,” as we dis
till the knowledge acquired by the contrastive model into a 
past version of itself in a supervised manner, hoping that this 
will better preserve its existing knowledge.

Like in the previous phase, we leverage the knowledge 
extracted from the knowledge graphs and the LLM by 

Figure 2. BioLORD aims to bring the representation of biomedical concept names (ʘ) and their definitions (�) closer to each other, to ground the name 
representations with knowledge from the definitions. This is illustrated for the Ranitidine and Aspirin concepts from UMLS. Knowledge from the 
ontology’s relational knowledge graph is injected by extending the set of known definitions with automatically generated definitions (�) from the 
Automatic Glossary of Clinical Terminology, as well as with simpler template-based descriptions sampled from UMLS relationships (⌘�). Contrastive 
learning is applied to attract the representations of compatible pairs (ʘ, �, or �) and repel incompatible ones.

Figure 3. In the self-distillation phase, the knowledge acquired during the contrastive phase is imbued into the base model, using a more direct training 
strategy. The representation of each textual variant of a concept is trained to map the average of the contrastive model representation of its name and 
definition.
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incorporating the concept definitions in the distillation proc
ess. We do this by first producing embeddings for concept 
names and their generated concept definitions using the 
model resulting from the contrastive phase of BioLORD- 
2023, and by subsequently averaging these 2 representations 
for each concept and using the result as the regression target 
during self-distillation, for both the concept name and its 
definition.

To improve the training speed, we reduce the latent space 
of produced embeddings to 64 dimensions through principal 
component analysis (PCA). Finally, we train a randomly ini
tialized linear projection head on top of the base STAMB2- 
STS model to predict these 64-dimension embeddings (see  
Figure 3).

This supervised self-distillation phase possesses several key 
advantages: firstly, by including the concept definitions in the 
process to produce the concept embeddings, better represen
tations can be learnt for biomedical concepts whose name is 
otherwise uninformative or difficult for the model to memo
rize; secondly, it is considerably faster than the contrastive 
learning phase, which is likely to cause less forgetting of the 
original task for an identical level of new knowledge acquisi
tion39; thirdly, it further enables the language model to lever
age its existing features to obtain the desired knowledge, 
without having to distort them to reduce the in-domain ani
sotropy,40–42 and fourthly, it should be possible to apply this 
distillation phase on a different base model than the one used 
during the contrastive learning phase, taking advantage of 
improved base models at a limited training cost (we, how
ever, leave the exploration of this aspect for future works).

Weight-averaging phase
An interesting aspect of the self-distillation phase described 
above is that it hinges on a randomly initialized projection 
head added on top of the base sentence representation model. 
As a result of this, different random seeds result in slightly 
different models, focusing on different aspects of the sentence 
embedding.

While a commonly used technique in this scenario, called 
hyperparameter tuning, aims to select the best model from 
multiple experiments based on a held-out validation set, 
Wortsman et al43 discovered a better strategy, which they 
named “model soups,” and which consists in the averaging 
of the weight of the parameters of several fine-tuned models.

Indeed, Wortsman et al. were able to show that it is often 
possible to improve the accuracy and robustness of the result
ing system by averaging the weights of multiple models, each 
fine-tuned with different hyperparameter configurations. 
Unlike a traditional ensemble, no additional inference or 
memory costs are incurred as a result of the merge, irrespec
tive of the number of models being merged, which makes this 
technique particularly attractive for DPR models, where a 
fast inference is highly desirable. We evaluate the impact of 
the weight averaging in Discussion section.

Cross-lingual distillation
Finally, we further make use in this work of the technique 
described by Reimers et al,19 which consists of using a paral
lel corpus to distill a high-quality monolingual model into a 
multilingual model yielding similar representations for a text 
in that language and translations sourced from the corpus.

We cross-lingually distill the representations of our English 
model into the “paraphrase-multilingual-mpnet-base-v2” 

language model introduced in the same paper as the distilla
tion technique, and which supports 50þ languages.

In particular, we make use of an aligned corpus generated 
from the regional releases of SNOMED-CT, using the Google 
LaBSE bi-text mining model,20 and which we describe in 
more detail in our EmP 2022 publication.44 This aligned cor
pus contains alignments for the following languages: English, 
Spanish, French, German, Dutch, Danish, and Swedish.

While we did not investigate this in the current version of 
BioLORD-2023-M, this corpus could be complemented by 
multilingual annotations from UMLS (and in particular its 
MESH subset), to increase language coverage. We leave this 
investigation to a follow-up work.

Evaluation methodology
As mentioned in the abstract, an extensive test suite is 
required to evaluate the capabilities of semantic models. The 
following paragraphs list and describe the various bench
marks used to evaluate BioLORD-2023, covering STS, con
cept representations, and entity linking, all in the biomedical 
and clinical domains.

Clinical semantic textual similarity
STS is an NLP task measuring the degree of semantic align
ment between NLP models and human judgment, by assign
ing similarity scores to a pair of 2 sentences, usually from 0 
to 5, and computing the correlation between scores obtained 
by expert human judgment and model-assigned scores.

We evaluate the STS capabilities of the models on 5 popu
lar benchmarks: 3 biomedical or clinical ones (MedSTS,45

MedNLI-S,46 BIOSSES47) and 2 general purposes bench
marks (SICK48 and STS-Benchmark49) For readers unfamiliar 
with these datasets, we provide a brief introduction for each 
of them in Appendix SC.

Biomedical concept representation
Known as BCR, this task concerns the mapping of biomedical 
concepts to a vector latent space, whose features enable clas
sifying these concepts or deriving properties from them. It 
can be relevant for numerous biomedical tasks including dis
ease subtype annotations.50

Following the approach of Kalyan and Sangeetha,51 we eval
uate our model using 4 benchmarks: EHR-RelB,52 UMNSRS- 
Similarity,53 UMNSRS-Relatedness,53 and MayoSRS.54 For 
readers unfamiliar with these datasets, we provide a brief intro
duction for each of them in Appendix SC.

Biomedical named entity linking
The task of biomedical concept name normalization, also 
referred to as NEL in the broader literature, concerns the 
mapping of free-form text describing clinical disorders or 
concepts to a fixed list of biomedical concepts, such as the 
elements of the biomedical ontology.

To showcase improvements in NEL, we reuse the evalua
tion setup devised by Portelli et al,55 where biomedical lan
guage models were evaluated on a set of 5 datasets of varying 
levels of formality, listed here in the reverse order of formality 
(least formal first): TwiMed-Twitter,56 SMM4H,57 PsyTar,58

CADEC,59 and TwiMed-PubMed.56 For readers unfamiliar 
with these datasets, we provide a brief introduction for each 
of them in Appendix SC.
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Hyperparameters and training details
In order to focus on the effect of the inclusion of LLM- 
generated definitions in the training set, and on our improved 
training strategy including the novel self-distillation step, all 
the experiments that follow are finetuned from the same base 
model as BioLORD-2022.

This base model had a size identical to the other baseline 
models evaluated in this study, enabling a fair comparison 
between them. We also report some interesting findings 
about larger models in Appendix SA.

To facilitate the replication of our results, we release the 
code used in the various phases of our training jointly with 
this article, and we detail our choices of hyperparameters in 
Appendix SB.

Results
This section presents the empirical evaluation results of 
BioLORD-2023, in comparison to existing models. In order 
to gain insights into the modified training strategy, compared 
to BioLORD-2022, a number of ablation results are provided 
as well. Finally, our multilingual model is also evaluated.

For our evaluation of the English BioLORD-2023, we fol
low a structure similar to BioLORD-2022, and analyze in 
turn the suitability of the model for several tasks including 
clinical-STS, BCR, and NEL (as described in the previous sec
tion). To produce fair results, all models undergo our multi
task finetuning, which was shown to improve results across 
the board.

We report these results in Table 1. Results for additional 
baseline models23,60 are reported in Appendix SD.

We also conduct an ablation study, showing the effect of 
the various training phases of the BioLORD-2023 methodol
ogy. To compare the effect of the training strategies more 
effectively, we report the absolute improvements over the 
base model (STAMB2 in all cases, for BioLORD-2022 and 
2023 models).

Results are shown in Table 2.
In addition, we separately evaluate our cross-lingual model 

using both the English test suite (to evaluate the distillation 
quality) and a multilingual NEL task, XL-BEL.

For XL-BEL, we report the 3 European languages on which 
both multilingual SapBERT and BioLORD-2023-M were 
finetuned: German, Spanish, and English.

We report those results in Table 3.
To support the research community, we release on Hug

gingFace the models we trained, at all 3 stages of our pipe
line. This will also enable other researchers to pick the model 
that is best suited for their experiments.

https://huggingface.co/FremyCompany/BioLORD-2023

Discussion
This section provides insights into the results, structured 
according to the benchmark tasks, covering the absolute met
rics reported in Table 1 and the impact of training strategies 
as reported in Table 2. After discussing the results for the 
English BioLORD-2023, we will demonstrate the quality of 
its multi-lingual counterpart, BioLORD-2023-M, by refer
ring to Table 3.

Clinical semantic textual similarity
As can be seen in Table 1, our new model BioLORD-2023 
demonstrates a considerably increased performance on bio
medical tasks such as MedSTS (from 86.3 to 88.3), BIOSSES 
(from 84.0 to 86.1), and MedNLI-S (from 89.9 to 92.4) while 
also increasing its performance in general-purpose tasks like 
the STS-Benchmark (from 86.5 to 87.8) and SICK (from 89.3 
to 90.3).

Our BioLORD training strategy therefore achieved signifi
cant gains in the biomedical domain, while maintaining a 
high performance in the general-purpose domain. Compared 
to the original STAMB2 model, our model only suffered a 
negligible drop of 0.2 and 0.4 points in STS-B and SICK, 
respectively. These tasks are not relevant to our main objec
tive of enhancing the biomedical knowledge of the model, so 
we did not optimize our training for them. Therefore, we 
regard such a minor performance degradation as a success, as 
it reflects the (now excellent) trade-off between generalization 
and specialization that is inherent to any finetuning process.

The performance of biomedical semantic models on the 
general domain was shown in previous studies36 to be a good 
indicator of the NEL performance of the models in less for
mal contexts, such as healthcare information posted on social 
media, a crucial information source for pharmacovigilance. 
We also believe that it is a good indication of model robust
ness, as not all clinical notes are written in formal and unam
biguous medical language.

The above results demonstrate with confidence that 
BioLORD-2023 is the new state-of-the-art semantic model 
for the biomedical domain.

Biomedical concept representation
In this section, we analyze the performance of the embed
dings produced by state-of-the-art models for the task of 
modeling biomedical concepts.

BioLORD-2023 obtains superior performance on all the 
considered BCR benchmarks, as reported in Table 1. It per
forms particularly well on the EHR-Rel-B benchmark (the 
most exhaustive and recent one) as well as the UMNSRS- 
Similarity benchmark.

The ablation results of Table 2 show that the evolution of 
the scores over the training phase follows a similar pattern to 
the clinical STS tasks already presented in the previous sub
section, although there appears to be some trade-off between 
Similarity tasks and Relatedness tasks.

This time again, the results are consistent with our hypoth
esis that BioLORD-2023 is the current best biomedical 
embedder, even beating more complex systems that explicitly 
combine graphs and text embedders such as Kalyan and San
geetha51 and Mao and Fung.61 We refer to these papers for 
more details on their results and methodology.

Biomedical named entity linking
Overall, the strong results for the biomedical NEL tasks con
firm that BioLORD-2023 performs well both on more formal 
datasets such as TwiMed-PM and on informal medical data
sets, such as TwiMed-TW.

Unlike the STS and BCR tasks, we do not notice a similarly 
clear pattern of decreased performance for the ablation 
studies. We suspect that NEL is a task that favors heavily 
contrastive learning strategies, making the gains of the 
self-distillation less relevant.
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Cross-lingual distillation
In this section, we evaluate the performance of the multilin
gual BioLORD model (referred to as BioLORD-2023-M) and 
further discuss its potential.

We evaluate BioLORD-2023-M in 2 ways. Firstly, we eval
uate its performance on the same datasets used for our Eng
lish evaluation, to determine the impact of the multilingual 
distillation on the model performance. Secondly, we assess its 
concept name normalization capabilities for languages other 
than English, such as Spanish and German, using the proce
dure used by Multilingual SapBERT.

In Table 3, we report the performance of multilingual var
iants of SapBERT and BioLORD on the English tasks on 
which their monolingual equivalents were evaluated before.

As a result of the distillation procedure, which focuses on 
biomedical concept names, BioLORD-2023-M achieves 

comparable or superior performance on BCR benchmarks 
compared to BioLORD-2023. When it comes to sentence- 
level STS tasks, some performance degradation is incurred, 
but BioLORD-2023-M remains well ahead of its SapBERT 
competitors. These results indicate that the multilingual dis
tillation procedure was highly effective and displays strong 
performance on English tasks for which the original model 
excelled.

When we consider the performance of these multilingual 
models on NEL tasks in English. This time again, we find 
comparable performances between the original and the dis
tilled model, albeit the monolingual model usually performs 
slightly better. In all cases, BioLORD-2023-M performs con
siderably better than multilingual SapBERT on these tasks.

Finally, we also report in Table 3 the performance of multi
lingual SapBERT and multilingual BioLORD on the clinical 
subset of XL-BEL, a dataset specifically developed for the 

Table 1. Performance characteristics of state-of-the-art biomedical models on STS (Pearson correlation), BCR (Spearman correlation), and NEL (Top1 
Accuracy).

BioSyn9 SapBERT10 BioLORD-2022 BioLORD-2023

STS MedSTS45 84.0 86.0 86.3 88.3
MedNLI-S46 89.5 90.5 89.9 92.4
BIOSSES47 92.1 89.3 84.0 86.1
SICK48 86.7 80.3 89.3 90.3
STS49 79.4 81.9 86.5 87.8
(average) 86.3 85.6 87.2 89.0

BCR EHR-Rel-B52 42.5 51.7 57.5 63.6
UMNSRS-S53 43.6 53.0 56.0 59.2
UMNSRS-R53 39.1 47.5 54.4 54.4
MayoSRS-S54 45.1 62.5 74.7 74.4
(average) 42.6 53.7 60.7 62.9

NEL TwiMed-TW56 42.8 48.3 48.5 49.8
SMM4H57 33.1 43.4 46.5 47.7
PsyTAR58 52.4 64.8 64.7 66.3
CADEC59 35.3 40.4 58.7 63.0
TwiMed-PM56 65.3 70.1 70.4 69.4
(average) 45.8 53.4 57.8 59.2

The following models are evaluated: BioSyn (state-of-the-art in 2020), SapBERT (state-of-the-art in 2021), BioLORD-2022 (our baseline), and BioLORD- 
2023 (our new model). Bolding and a color code indicate the best and second-best results for a given task.

Table 2. Performance characteristics of the BioLORD models obtained after each proposed training phase, relative to the STAMB2 performance (in 
percentage points), on STS (Pearson correlation), BCR (Spearman correlation), and NEL (Top1 Accuracy).

STAMB237 (base) BioLORD-2022 BioLORD-2023-C BioLORD-2023-S BioLORD-2023

STS MedSTS45 85.9 þ0.4 þ0.4 þ1.6 12.4
MedNLI-S46 89.4 þ0.5 þ2.5 þ2.7 13.0
BIOSSES47 90.7 –6.7 –4.5 –5.3 –4.6
SICK48 90.7 –1.4 –1.0 –0.8 –0.4
STS49 88.0 –1.5 –1.1 –1.0 –0.2
(average) 89.0 þ0.5 þ1.5 þ2.2 12.7

BCR EHR-Rel-B52 47.1 þ10.4 þ11.2 þ15.7 116.5
UMNSRS-S53 43.9 þ12.1 þ13.7 115.3 115.3
UMNSRS-R53 46.7 þ07.7 þ08.0 109.1 þ07.7
MayoSRS-S54 54.1 120.6 þ18.6 þ15.9 þ20.3
(average) 48.0 þ12.7 þ12.9 þ14.0 115.0

NEL TwiMed-TW56 44.1 þ04.4 105.7 þ03.7 105.7
SMM4H57 38.4 þ08.1 þ08.5 þ03.2 109.3
PsyTAR58 56.5 þ08.2 þ08.9 þ05.2 109.8
CADEC59 36.9 þ21.8 126.2 þ24.4 þ26.1
TwiMed-PM56 62.8 107.6 þ04.9 þ05.7 þ06.6
(average) 47.7 þ10.0 þ10.8 þ08.4 111.5

The following models are evaluated: STAMB2 (our shared base model), BioLORD-2022 (our baseline), BioLORD-2023 (our new model), and an ablation 
study for each intermediary training phase (BioLORD-2023-C for the contrastive phase, and BioLORD-2023-S for the Self-Distillation phase; see Figure 1). 
Bolding and a color code indicate the best and second-best results for a given task.
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evaluation of multilingual SapBERT. Because we noted that a 
large proportion of the evaluation set concerns the names of 
plant and animal species, which are not very relevant to the 
clinical setting these models were developed for, we filtered 
the XL-BEL test set to exclude these mention types (based on 
their UMLS Semantic Types). This enables the evaluation to 
focus on all the other semantic types, such as clinical disor
ders, drugs, and procedures.

Overall, BioLORD-2023-M achieves better results com
pared to multilingual SapBERT on both German and Span
ish, the 2 non-English languages supported by both models. 
Interestingly, multilingual SapBERT keeps an edge when it 
comes to English data, but monolingual models would be bet
ter suited for this task than a multilingual model.

In summary, the results of this section demonstrate that 
our multilingual BioLORD-2023-M model achieves compa
rable performance on multilingual NEL as the multilingual 
SapBERT model while achieving considerably better results 
on the English STS and BCR tasks than both the English and 
Multilingual SapBERT on these datasets. This makes our 
multilingual model a solid choice for a large range of biomed
ical tasks in the supported languages.

Qualitative assessment in the clinical domain
To complement the quantitative evaluation of our model, we 
also performed a qualitative error analysis to assess the clini
cal validity of BioLORD-2023 as a foundation model for 
practical applications in the future. This is especially impor
tant in the clinical domain, where errors can have serious 
consequences for patient care and research outcomes.

Therefore, we conducted a qualitative error analysis of the 
NEL results on the PsyTar dataset [59], which contains 
patient-reported symptoms and adverse reactions related to 
psychological disorders and treatments. We randomly 
selected 200 entity mentions from the test set and manually 
evaluated the predictions of BioLORD-2023 and 3 other 
state-of-the-art models.

We present the details of our qualitative error analysis in 
Appendix SE, where we show that BioLORD-2023 not only 
achieves the highest exact match score by several points but 
also reduces the number of severe errors by a very large mar
gin compared to the other models. Moreover, our Sankey dia
grams show that most of the errors made by BioLORD-2023 
are shared by the other models, suggesting that model ensem
bling would have limited potential.

We attribute these advantages to the improved training 
strategy and data of BioLORD-2023, which enabled it to 
learn more fine-grained and robust representations of bio
medical concepts and sentences.

Conclusion
In this study, we introduced BioLORD-2023, a model offer
ing state-of-the-art capabilities for clinical STS and concept 
representation.

Through the introduction of innovative techniques such as 
the inclusion of LLM-generated definitions in the training data, 
a supervised self-distillation phase, a robust model-weights aver
aging, and a state-of-the-art cross-lingual distillation, we were 
able to train a series of models which confidently demonstrates 
substantial performance improvements over their predecessors 
across a wide range of tasks.

These enhancements can have real-world impact, as they 
empower researchers to grasp the global picture of diseases 
by tackling the challenges of complex biomedical literature, 
uncover the secrets of genes, proteins, and pathways, thereby 
accelerating the pace of biomedical research and drug 
discovery.

Moreover, our models enable a nuanced understanding of 
patient records, extracting meaningful insights that may have 
otherwise remained buried. This better comprehension of 
clinical narratives can contribute to more accurate diagnoses, 
personalized treatment plans, and improved patient 
outcomes.

Table 3. Performance characteristics of state-of-the-art multilingual biomedical models on STS (Pearson correlation), BCR (Spearman correlation), NEL 
(Top1 Accuracy), and Multilingual NEL (Top1 Accuracy).

SapBERT10 mSapBERT21 BioLORD-2023-M BioLORD-2023

STS MedSTS45 86.0 85.6 86.0 88.3
MedNLI-S46 90.5 88.1 92.1 92.4
BIOSSES47 89.3 90.0 75.4 86.1
SICK48 80.3 87.0 89.1 90.3
STS49 81.9 83.5 85.1 87.8
(average) 85.6 86.8 85.5 89.0

BCR EHR-Rel-B52 51.7 42.4 64.1 63.6
UMNSRS-S53 53.0 34.2 60.1 59.2
UMNSRS-R53 47.5 29.6 54.3 54.4
MayoSRS-S54 62.5 45.2 74.8 74.4
(average) 53.7 37.9 63.3 62.9

NEL TwiMed-TW56 48.3 47.4 49.3 47.4
SMM4H57 43.4 40.8 42.3 46.9
PsyTAR58 64.8 51.5 63.3 66.3
CADEC59 40.4 46.8 47.0 47.4
TwiMed-PM56 70.1 63.9 67.4 69.4
(average) 53.4 50.4 53.9 55.5

MNEL German XLB21 N/A 51.5 57.7 N/A
Spanish XLB21 N/A 52.7 53.1 N/A
English XLB21 N/A 78.2 73.1 N/A
(average) N/A 58.1 59.4 N/A

Bolding indicates the best results among multilingual models for a given task. (English-only models are only provided for comparison purposes.)
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Limitations and future work
While our work showcases an impressive improvement over 
the previous state of the art, it is not without limitations. One 
such limitation is the bound of its knowledge, which is con
strained by the knowledge contained in the knowledge graphs 
used to prompt the language model.

Many entities in the knowledge graph contain few pieces 
of information, and this is particularly the case for organisms 
and species, making BioLORD models inadequate to differ
entiate between such entities, as they acquire very similar rep
resentations. Another limitation is that knowledge graphs 
trail the literature and might not include all new pieces of 
knowledge mentioned in the published biomedical papers.

To address this problem, we foresee a future version of this 
model which would rely on a combination of the knowledge 
graph information and of the recent biomedical literature to 
prompt LLMs before generating definitions, thereby includ
ing even more recent and relevant information, and helping 
create a more precise definitions for rare or very specific 
concepts.

The retrieval of the relevant documents to include in the 
prompt will already benefit from our state-of-the-art BioL
ORD-2023 model. We hope to study the impact of grounding 
document retrieval on the generated definitions in an upcom
ing study.

We also foresee future versions of BioLORD or similar 
semantic models making use of the larger STS models that 
are starting to become available. While most of the successful 
models remain closed sourced so far and can therefore not be 
freely finetuned for the biomedical domain, new and larger 
models are expected to be open-sourced as time goes by. 
Applying the self-distillation phase of BioLORD to these 
models could prove an efficient way to leverage them.
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