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ABSTRACT

Beyond FinFET device nodes, nanosheet is the next transistor architecture in CMOS scaling roadmaps. On top
of the newer device architectures and materials, several other CMOS scaling boosters are being considered, and
can help in further to improve the power, performance and area scaling.

Backside power delivery network (BSPDN) is one of the promising scaling boosters, e.g. it disengages metal
routing resources from the frontside, resulting in a lower routing congestion. Hence, the BSPDN booster paves
the way for higher frequency and lower area footprint. However, ad-hoc standard cell design and optimization
is required to connect the BSPDN network to the logic devices located in the front-end-of-line (FEOL).

In this study, the implementation of different connection options to the BSPDN are studied in imec’s A14
nanosheet node: i.e. Through Silicon Via in the Middle of Line (TSVM), buried power rail (BPR) and direct
backside contact (BSC). The different implications on standard cell design, as cell track height, routing and main
process challenges are then compared to the classic frontside power delivery option.

Finally, high-density (HD) standard cell libraries are implemented and characterized. Normalized area and
delay comparisons at the library-level are presented. Area gains can rise up to 25% in case of BSC BSPDN
option. Furthermore, maximum delay gains can vary up to 20% depending on standard cell type.
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1. INTRODUCTION

CMOS logic area scaling has enabled higher functionality per unit die area with each scaled node, where the
main strategy was built on the lithography-driven dimensional scaling for decades. When the happy dimensional
scaling pace slowed down, then the standard cell track height scaling was the scaling method1,2 for CMOS
logic roadmaps, where the number of effective routing tracks were dropped.3 Scaled cell heights stalemated the
frontside power and ground (PG) rails at the standard cell boundaries, where the PG rails were deeply scaled,
since highly resistive (e.g. 900 Ω/µm)4 but still relatively wider than their routing track counterparts. Overall,
the less number of routing resources and highly resistive PG rails were significantly derating the design Quality of
Results metrics, e.g. the routing congestion rate and the IR drop level.4 Under the aforementioned circumstances,
the BSPDN concept has been proposed5,6 to further boost the logic scaling by relieving the available routing
track resources, as well as to leverage the usage of wider pitched, hence lower resistance backside metal rails. Since
its proposal, the BSPDN concept has gained attention. Power and performance gains were shown at both ring
oscillator (RO) and block-level for both High Performance (HP) and High Density (HD) logic families, leading
to an area reduction of 8% to 16%, limited IR drop levels below 35 mV;7,8 power, performance, area and IR
drop gains between 10% to 24%.9 As well, processor-level simulations reported 30%, 6% and 20% improvements
on platform voltage droop, frequency and wire length reduction respectively.10

This study presents high-density (HD) standard cell libraries in imec’s A14 nanosheet node with the frontside
(M0) and the backside (TSVM, BPR and BSC) power delivery options. Area and delay comparisons are done
at the library-level. Results show promises of the backside power delivery for high-density application domains.
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The rest of the paper is organized as follows. Section 2 summarizes the standard cell architectures. Section 3
describes the experimental setup. Section 4 presents and discusses the results. Finally, the last section concludes
the paper.

2. STANDARD CELL ARCHITECTURES

A summary of the standard cell library parameters for the frontside (FS) and the backside (BS) power delivery
options are listed in Table 1, e.g. CPP: 42 nm, M0P: 18 nm, M1P: 28 nm metal pitch values, gate extension:
9 nm, n-p separation: 28 nm, device width: 12 nm, gate length: 14 nm, etc. All PDN technology options are
based on the same design ground rules. Cell track heights, power rail layers and the via layers will be explained
next.

Table 1. Standard cell library specifications for the frontside and the backside power delivery options.

Frontside (FS) Backside (BS)

M0 TSVM BPR BSC

Power Rail Layer M0 BM0 MBUR BM0

Via Layer VD TSVM VBUR BSC

CPP [nm] 42 42 42 42

Cell Track Height 6T 6T 5T 4.5T

M0 Pitch [nm] 18 18 18 18

M1 Pitch [nm] 28 28 28 28

Process cross-sections for the FS and the BS power delivery options are shown in Fig. 1. Nanosheets (i.e.
Active) are merged at the source and drain regions by the grown epi layer. The source and drain diffusion regions
are contacted by a contact metal (i.e. MD).

The traditional FS M0 option has the power and ground (PG) rails at the FS M0 layer, where the VD via
connects M0 rails to MD. Although the FS M0 cells have a height of 6 tracks (6T) in total, 2 routing tracks are
lost due to the wider frontside PG rails at the standard cell boundaries. Therefore, the available routing tracks
at the M0 layer effectively reduces to 4 tracks.

The BS TSVM option makes the use of the TSVM technology, where the PG rails are located at the backside
M0 (i.e. BM0 ). A tall TSVM via connects the BS BM0 to the extended side of the MD layer at the frontside.
Due to the formation process of TSVM, it has an etch tapering angle of ∼ 87o.7 To satisfy at least a 10 nm wide
landing space on BM0 rails, the TSVM width has to be at least 26 nm at the FS device level. Given that the
M0 pitch is 18 nm (10 nm of width and 8 nm of spacing), a minimum 26 nm of TSVM width results in a loss of
2 M0 tracks in total at the cell boundaries. Therefore, the available routing tracks at M0 that can be internally
used by a cell, effectively drops down to 4 tracks. Although the TSVM technology enables a BSPDN connection
to the standard cells, the total cell height still remains the same as the traditional FS M0 technology, due to the
wide structure of TSVM.

To overcome this limitation, a narrower via can be a solution to lower the via area overhead at the cell
boundary. However in this scenario, the power rails are required to be brought closer to the device level, since a
narrower via imposes shorter vertical lengths due to the vertical aspect ratio limitations.

The BS BPR option brings a 2 stage solution to connect the frontside devices to the BSPDN.3,5, 11 First, local
PG rails (i.e. BPR) that are closely located to the device plane, are partially buried in shallow trench isolation
(STI) oxide and silicon, so that a shorter via (i.e. VBUR) can be utilized to access the BPR PG rails. Secondly,
nano-through-silicon vias (nano-TSV) can further connect the BPR rails to the backside BM0 rails. Better than
a 10 nm of alignment accuracy between nano-TSVs and BPR rails have been achieved.11 On the other hand,
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Figure 1. Process cross-sections for the frontside and the backside power delivery options: a. FS M0, b. BS TSVM, c.
BS BPR, and d. BS BSC.

the narrower VBUR rises the via resistance by 3× with respect to the BS TSVM technology.7 Moreover, the BS
BPR option carries a contamination risk of the FEOL process.5 BS BPR option has a cell height of 5T, where
1 M0 track is lost due to the VBUR via width and the MD tip-to-tip limitations at the cell boundaries.

Finally, the BS BSC option is the ultimate scaling scenario for the coplanar nanosheet-based MOS devices,
where the area overhead of PG vias at the cell boundaries are completely eliminated. In this scenario, the
total cell height is determined by the device width, the n-p separation, the gate extension and the MD tip-to-tip
parameters. The BS BSC option results in an almost ideal 4.5T total cell height, with 4 M0 routing tracks. There
are two variants of BSC:7 BSC-E (epi) where the BSC via directly lands on the device epi from the backside;
BSC-M (metal) where the BSC via is laterally extended to create a full Wrap Around Contact (WAC), hence
lowering the access resistance. In this study, the BSC-M variant is chosen in standard cell designs, and will be
referred as BSC in the text.

As a final remark, BS BPR and BS BSC options can be also configured to provide larger device widths, hence
stronger drive strengths than the FS M0 and BS TSVM options under the assumption of the same cell height.
In this study, we are limiting our analysis to the area scaled versions of the BS PDN options while keeping the
device widths as the same.

3. EXPERIMENTAL SETUP

Standard cell libraries for the aforementioned 4 PDN options are designed and characterized, where each library
consists around 200 cells. This amount of cells cover a wide set of drive strengths and representative logic groups
varying from inverters, buffers to multi-bit flip-flops, etc. An in-house developed library characterization flow
based on the commercial EDA tools is used at different stages during the standard cell design,12 the cell-level
parasitics extraction,13 the library characterization and the library comparison.14,15

4. RESULTS

Normalized area values for the frontside and the backside power delivery options are shown in Fig. 2. Since the
CPP and M0 pitch values are not scaling through the PDN options, the area scaling is directly proportional to
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Figure 2. Library-level area comparisons of the frontside and the backside power delivery options.

the standard cell track height scaling, i.e. FS M0: 6T, BS TSVM: 6T, BS BPR: 5T (17%), BS BSC: 4.5T (25%)
as listed in Table 1.

Delay data of each timing arc of each standard cell in the Liberty libraries are compared. The library
comparison EDA tool14 uses the delay values stored in the lookup tables for varying slew rate and cell output
capacitive load values. Although the cell output capacitive load values are not matching through the scaled
libraries, the interpolated values are automatically calculated by the EDA tool14 during the comparison. Fig. 3
shows the distributions for the ratio of delay differences of each data point between the FS M0 to the BS TSVM,
BPR and BSC PDN options, respectively. The y-axis shows the number of occurences in distributions, while the
x-axis (i.e. Ratio of Delay Difference (%)) shows the relative delay difference in [%] between the timing libraries.
A negative relative delay difference means that the comparison library has a lower delay value than the reference
library at a given delay data point.

Figure 3. Distributions for the ratio of delay differences between the FS M0 and BS TSVM, BPR and BSC libraries.

The FS M0 library is taken as the reference library, while the BSPDN libraries are taken as the comparison
libraries. Library-level comparison results show that the BSPDN libraries have lower cell delays than the FS M0
library up to 20%. On the other hand, the delay difference distributions are shifting towards the origin, when
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the PDN option switches from BS TSVM to BPR and BSC. However it is important to consider that the library
comparison EDA tool14 compares the cell delays at the same interpolated output capacitive load levels. In other
words, highly scaled BS BPR and BS BSC cell delays are compared at higher capacitive load levels which are
closer to the FS M0 library. Therefore, the delay gains of the scaled BSPDN options are shown as diminishing
in the relative delay difference graphs based on the library-level comparisons.7

The normalized mean delay difference of the library comparison distributions and the normalized average
stage delay of a ring oscillator benchmark are showed in Fig. 4. At library-level (shown in blue bars), the BS PDN
libraries are exhibiting closer mean delay values to the FS M0 library. More critically, the relative performance
trends between the BS PDN libraries (i.e. TSVM, BPR and BSC) are not visible at library-level. The BS BPR
and BSC options show higher mean delay levels than the BS TSVM option, since the cell delays are compared
at the same output capacitive load levels. To further investigate the delay comparisons of the scaled libaries, a
15-stage INVD1 ring oscillator with a fan-out of 3 is built for 4 PDN options with the back-end-of-line loads.
The normalized average stage delay in the RO benchmark (shown in orange bars) for the FS M0 to the BS
TSVM, BPR and BSC PDN options, respectively. The delay scaling trend is visible, where the BS BSC option
outperforms the BS TSVM and BPR options, since the output capacitive loads are lower at the scaled libraries
for the same sized devices. In a real usage scenario similar to the RO benchmark experiment, the 4.5T BS
BSC critical path cells will be loaded by other 4.5T BS BSC cells, not by 6T FS M0 or 6T BS TSVM cells. In
summary, direct conclusions based on the library comparisons can be misleading, especially between the scaled
libraries, where the cell-level parasitics and the capacitive load levels are significantly varied.

Figure 4. (Blue) Normalized mean delays based on the library comparisons, (orange) normalized average stage delay in
the ring oscillator benchmarks for the frontside and the backside power delivery options.

5. CONCLUSIONS

In this study, the design implications of the different BSPDN options (i.e. BS TSVM, BS BPR and BS BSC)
on the HD standard cells are compared considering for imec’s A14 nanosheet node. Normalized area and delay
comparisons at the library-level are presented. Due to the library comparison EDA tool’s working principles,14

it is hard to observe and determine the real delay gains between FS M0 and the deeply scaled BSPDN libraries.
Therefore, DTCO and STCO studies at higher abstraction levels are strongly required to be able to identify the
power-performance-area trade-offs between the aforementioned BSPDN options.
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