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Abstract: In the development of complex embedded interactive systems, a tension arises between, on
the one hand, ever shorter and highly iterative design processes, and, on the other hand, the need
for user testing with early prototypes to validate systems from a user-centred design perspective.
This study focuses on the integration of Virtual Reality (VR) into prototyping embedded interactive
systems, examining its potential to bridge the gap between rapid prototyping and user-centered
design validation. Adopting a comparative research approach, we analyze a case study: the devel-
opment of a cultural smart city experience. It juxtaposes in situ, low-fidelity prototype testing with
VR-based testing, evaluating their realism, interactivity, functionality, presence and task difficulty.
This mixed-method research design incorporates both qualitative and quantitative methodologies,
engaging 27 design students in a comparative study, conducting participatory research and 8 expert
interviews. These findings reveal divergent roles in field testing and VR in the new product devel-
opment process, highlighting VR’s strengths in visualizing procedures and facilitating discussion.
This study identifies the limitations of VR in mimicking realistic interactions and incorporating
social context yet underscores its superiority over paper prototypes in its realism and interactivity.
Where field testing can hold broader contextual insights, the VR prototype gives more concrete and
applied insights. The main advantage of VR testing is its visualisation of procedures and its final
materialisation according to the participants interviewed. According to the experts interviewed, VR
can be used as a useful tool within the development process especially for visualisation and testing
user flows of complex interfaces.

Keywords: Virtual Reality; user testing; field lab testing; interface validation

1. Introduction

Prototypes are viewed as an essential part of user-centered design and testing. One
major challenge is the difficulty in developing larger interactive prototypes facilitating
complex interactions in the early stages of the design trajectory. This hampers iterative
prototyping and testing cycles [1]. Therefore, it is hard to communicate these prototypes to
the relevant stakeholders [2,3]. They are essential because quick and cheap materialisations
make the validation of assumptions possible at an early stage [4]. The need for early
testing is also indicated by the increased interest in new development models, such as
Agile UX models and Lean Product Development [5,6]. Existing prototyping tools and
methods are mostly based on screen-based interactions such as those with laptops, tablets
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and smartphones. This makes prototyping for complex systems difficult because they are
embedded in a non-existing context (e.g., smart hospital, smart factory line, etc.). The
more this context matters, the more important ecological validity becomes in prototyping
and testing activities [7,8]. Neurological processes should be developed and tested in
ecological contexts [9]. Virtual prototypes use VR for creating immersive representations of
a product. As technology advances, VR is becoming an increasingly interesting option for
the simulation and manipulation of this context. An existing study by Maurya [10] dug
into this research already but has neglected to focus on one specific NPD (New Product
Development) process. For this reason, the present methodological paper investigates
systematically how VR prototypes can help in the design process of new interfaces with
an NPD process focusing on a smart city application. We focused on the comparison of
two evaluation methods used in one NPD where the role of VR was considered. In the
early stage, testing in the field (TIF) with low-fidelity prototypes was evaluated. At the
end of the NPD cycle, the finished product was evaluated. The application of VR testing
(VRT) was hypothesised in the middle stage of the NPD cycle and compared to both of the
evaluation methods. Specifically, its realism, presence, interactivity, functionality and task
difficulty were analysed as partial aspects.

1.1. Low-Fidelity Prototypes for In Situ Testing

Studying prototyping methods comparatively [11] requires a clear definition of each
method that is used. The definition of low-fidelity prototyping used in this study was
formulated by Sefelin [11]: “. . .Low-fidelity prototyping, as we understand it, is the visual-
ization of design ideas at early stages of the design process. The result is a prototype which
is simple and whose development does not need very much time. It may be developed
using paper and other “low-fidelity-materials” or using any user-friendly programming
tool. . .”. In contrast, high-fidelity prototyping can be defined as: “. . .computer-based, and
usually allow realistic (mouse-keyboard) user interactions. High-fidelity prototypes take
you as close as possible to a true representation of the user interface. High-fidelity proto-
types are assumed to be much more effective in collecting true human performance data
(e.g., time to complete a task), and in demonstrating actual products to clients, management,
and others [12]”. Goel emphasizes that high-fidelity prototypes offer more interaction [13].
Traditional low-fidelity prototyping, such as paper models, is currently used in design
education and shows limitations in terms of realism and user interaction. When feedback
is necessary early in the process, Liikanen states that it is always a good idea to test early
materialisations of a product with the target user group [14]. Furthermore, low-fidelity
prototypes are best tested in the field to account for the external validity of its concept.
There are many benefits to in situ testing such as revealing implicit usability problems,
extended periods of test sessions, realistic tasks, and homeliness to the environment [15].
However, testing in the field has several drawbacks. In the first place, organising trans-
portation can be a tedious task, especially when transporting large prototypes or when
travelling to remote locations. A recent study by Kang evaluates the role of paper prototyp-
ing in combination with augmented reality (AR); she specifically points to the difficulties
of requirement elicitation in low-fidelity prototypes [16].

A goal of this research is to evaluate how valuable the environment is in testing in situ
in the early stage of the development process. There is ample research on comparing in
situ testing with in vitro testing. Kaikkonen [17] argues that testing in the field may be time
consuming but can hold insights on how the user behaves in the context of use. A recent
study by Marcilly [18] points to the benefits of early low-fidelity testing. However, in the
case of physical prototyping, testing in situ remains expensive, e.g., Morphome [19] built
proactive systems and devices, installed these systems into homes, and interviewed and
observed the people who used them [17]. This approach lends itself to utilising the elements
of participatory research. In the new field of participatory research, reflection and action
are carried out in a sequential manner to collect local knowledge. This forms the basis
for research and planning. Moreover, these steps are carried out with and by local people
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rather than on them [20]. In another study, Ali [21] argues that although low fidelity plays
a central role to design, little attention is geared at understanding low-fidelity prototyping
itself. For lo-fi prototypes to be successful, they should evoke scenarios of the future, tell
stories and communicate a vision for the future. High-fidelity prototypes for validation
testing offer the most realistic experiences. Their role is simulating experiences that are
as close to reality as possible, after general ideas have been challenged and fundamental
choices have been made.

1.2. Virtual Prototyping and Testing in the Lab

The collaborative effectiveness of AR, studied by Wang and Chen [22], revealed
that AR holds significant potential for user testing. The communicative effectiveness
of paper- based media appeared lower in comparison to AR communication when it
came to working with multiple stakeholders. This finding is reiterated by Russo [23] in
a more recent study, stating that AR deepens this topic and stimulates a democratization
process. Kandi [24] researched, in the domain of construction engineering education,
how VR technologies are impacting design skills. VR showed benefits such as improved
communication, user involvement and feedback. Their data indicated that using VR in
combination with 2D drawings resulted in larger knowledge insights compared to using the
drawings on their own. VR technology can address these challenges by providing a more
dynamic and flexible learning environment. Interestingly, virtual prototyping in the lab
might resolve the tedious [25] and price-related aspects attributed to physical prototyping
and testing in the field. A common definition for virtual prototyping was posed by Seth [26]:
“Virtual Prototyping (VP) is a relatively new technology which involves the use of Virtual
Reality (VR) and other computer technologies to create digital prototypes”. Central to this
definition is the use of VR for virtual prototyping. VR tools can be utilised as a design
validation tool by the designer. Here, designers use VR to check whether their design
makes sense on a 1:1 scale. Many of these design-oriented tests are situated in the domain
of car design, architectural design, system design and engineering. These brief tests are
used as reassurance rather than to collect user insights [27]. More recent research highlights
the potential of the usage of VR over the entire development process [28], highlighting its
potential in aesthetic evaluation, usability and market testing. G. G. Wang [29] posed an
even more specific and relevant definition for virtual prototyping: “By virtual prototyping,
we refer to the process of simulating the user, the product, and their combined (physical)
interaction in software through the different stages of product design, and the quantitative
performance analysis of the product”. Alternatively, VR could be utilised as a tool to
validate and cocreate designs with other uninformed users as well. In modern days, the
designer takes up the role of an evaluator while working on projects. There has been
ample research focusing on the transition between designer and end-user evaluation [30].
Generally, tests are performed in this stage because the situation or product is difficult to
(re)create, is dangerous or is unavailable [31]. The results of these types of experiments are
mostly of a quantitative nature and have used statistics to validate their claims. The goal
of this study is to evaluate how useful simulating the environment is when testing in the
early stage of a development process. The use of virtual reality carries potential downsides,
including the risk of inducing negative effects such as spatial disorientation [32] and visual
fatigue [33]. These drawbacks make virtual reality a less appealing option for extended
tests or experiences involving dynamic environments and significant physical movement.

1.3. High-Fidelity Prototypes for Validation Testing

Even more realistic than VR testing is performing high-fidelity tests with the near-final
product. A high-fidelity test would give more insights into user behaviour compared to
the evaluation methods mentioned earlier. Normally, a product evaluation is performed
against competitor products, as in the research of Zhou [34]. However, since there is no
competitor product at hand, evaluations were conducted as a system review and a usability
test at the end of the development process. Qualitative measurements were established



Appl. Sci. 2024, 14, 9918 4 of 24

using a semi-structured interview with the experts involved in the project. Mukherjee
researched how people receive novel product attributes [35] and its effect on product
evaluation. He argues that the introduction of novel (smart) attributes can improve product
evaluation but only for low-complexity products. We also expect usability problems when
this new interface becomes too complex for novel users. However, it remains interesting
to analyse novel attributes through virtual or paper media. To obtain a better grip on the
user experience during testing in the field, virtual reality testing and final prototype testing,
several metrics are applied, the main dimensions being control vs. validity, presence and
realism, functionality and interactivity and the role within the NPD. These aspects resemble
the approach to the research of Walker [36] and Zhou [34], analyzing user experience
comparing conditions using multiple measures.

1.4. Evaluating VR Prototyping

In this study, we compare VR to non-VR prototyping in different ways, firstly focusing
on experimental control and external validity in order to receive valuable insights into
the user experience. The testing of contextual realism as a metric of external validity was
viewed through the context framework of Calder [37]. In their research, external validity is
defined as whether an observed causal relationship should be generalized to and across
different measures, persons, settings and times. For this purpose, the field test and context
in VR were introduced. In his paper, Kjeldskov [38] defines realism and control as two
major trade-offs when testing in situ or in vitro. Related to this, Peeters [39] uses a graph
for mapping research methods in respect to these two major trade-offs (see Figure 1). The
blue rectangles indicate the hypothesised mapping of the research techniques discussed in
this study: testing in the field (TIF) and virtual reality testing (VRT). This study envisions
VRT to cause more experimental control compared to TIF. Also, VRT should allow similar
levels of ecological validity compared to TIF.

Figure 1. Peeters’ landscape of user research methods [39].

Next, to control the validity, other important aspects of VR are the presence and real-
ism of VR experiences. The optimisation of these aspects sees continuous improvement in
correspondence with the development of VR technology throughout the years. For one,
the visual fidelity of headsets has been improving and the production cost of lenses imple-
mented in these headsets is becoming cheaper. Also related to the hardware development
of VR technology, immersive interaction (hand tracking) and motion tracking (full body
tracking) are becoming more available. This results in more accurate depictions of virtual
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avatars and richer interaction possibilities. Together with the improved lenses, higher
rendering quality and more immersive interaction/tracking, the level of realism keeps
improving. This study borrows its definition of realism from Lipp [40]. According to her,
realism can be broken down into four relevant features: scene realism, audience behaviour,
audience appearance and sound realism. This research mainly targets scene realism. The
perceived realism can be measured using the six-item questionnaire developed by Lipp [40].
These questions were adapted for the depiction of realism in films to virtual reality. The
participants indicated the degree to which they perceived each of the six elements using a
response scale that varied from 0 (no, not at all) to 10 (yes, entirely). In accordance with the
definition of scene realism by Lipp [40], this study hypothesises that the VR prototype is
more realistic compared to the low-fidelity prototype tested in the field.

Closely related to realism is the level of presence a user experiences while being in
VR. A modern definition is proposed by Slater [41]: “Presence within the context of virtual
reality is defined as one’s sense of being in the virtual world. The illusion is perceptual
but not cognitive, as the perceptual system identifies the events and objects and the brain-
body system automatically reacts to the changes in the environment, while cognitive
system slowly responds with a conclusion of what the person experiences is an illusion”.
Schwind [42] developed a presence scale for use in VR applications. In line with this,
we hypothesised that the participants felt more present when using the VR prototype
compared to the low-fidelity prototype.

Interactivity means, according to Steuer [43], “The degree to which users of a medium
can influence the form or content of the mediated environment.” To facilitate interaction,
interactive prototypes must be built. Before VR prototyping, prototypes were mainly
electronic or screen-based prototypes. These fulfil the need for a functional prototype. This
means providing the visual appearance in combination with the intended design. Nowa-
days, the same results could be established using VR prototypes, which are much more
cost efficient and immersive (meaning that they can provide the right context more easily).
The questions used to research interactivity originated from the research of Mütterlein [44].
Mutterlein poses that presence and interactivity lead to immersion. His findings indicate
that interactivity has a direct positive influence on presence and immersion. We hypothesise
that the participant experiences more interactivity when using the VR prototype compared
to the low-fidelity prototype, and therefore is more immersed in the experience.

Related to interactivity is the level of functionality experienced when testing out a
prototype. Functionality in this paper is approached as applied with the mobile application
rating scale (MARS) [45]. It can be subdivided into performance, ease of use, navigation and
gestural design. Functionality resembles, in this case, the extent to which a user can perform
tasks with the prototype. The key is utility, which refers to the design’s functionality. In
simple terms, does it do what the user needs? In this research we hypothesised that the
participants experienced better functionality when using the VR prototype compared to
the low-fidelity prototype.

Usability is a quality attribute that assesses how easy user interfaces are to use. A clear
depiction of this can be found in Aaron Walter’s pyramid, which he used for Designing for
Emotion [46]. He states that prototypes start in a functional stage, but user experience can
be incrementally elevated to reliable, usable and pleasurable stages. According to Nielsen
Norman Group, the word “usability” also refers to methods for improving ease-of-use
during the design process [47]. The usability domain originated from the ethnology and
was later followed by psychologists. In a later stage, digital usability became relevant
for software development. Usability is defined by five quality components: learnability,
efficiency, memorability, errors and satisfaction. This study focused on gaining more insight
into user satisfaction. Specifically, the ASQ covers the rating of the ease of the task, the
amount of time the task took to complete, and the level of support received throughout
the process [48]. More specifically, it focuses on task difficulty. Task difficulty reflects the
overall difficulty of the scenario, in turn leading to insights in usability. As a starting point,



Appl. Sci. 2024, 14, 9918 6 of 24

we hypothesise that the participant experienced less task difficulty when using the VR
prototype compared to the low-fidelity prototype.

From Nielsen’s [49] mapping methods (Table 1), we learn that design-related user
research methods serve a purpose as formative tools and the methods for launch and
assessment serve a purpose as summative tools. Under formative methods, we understand
an ongoing, iterative type of testing [50]. This reflects itself in concept testing, interviews
and field studies. Meanwhile, summative evaluation is used to measure and compare
results [50]. This reflects itself in comparative usability benchmarking and unmoderated
UX testing. In this research is it important to analyse usability in both a formative and
more summative way. Low-fidelity prototype testing was used in the field as a formative
evaluation method (testing in the field referred to as TIF), where VR (virtual reality testing
referred to as VRT) and the testing of the final product (referred to as FP) were more
summative evaluation methods. A proposed mapping can be seen in Table 1 and Figure 2.
Qualitative methods were used to analyse the place in the NPD wherein the field testing
and VR testing fit. To structure this design process, we applied the product innovation cycle
of Pahl and Beitz [51] which can be seen in Figure 2. We hypothesised that virtual reality
testing fits most in the embodiment phase in the product innovation cycle of Pahl and Beitz
compared to testing in the field earlier in the conceptual design phase (final product at
the end of detail design). As stated by Cross [52], design methods are still based on the
approach of Pahl and Beitz today. Cross also highlights that design generation should keep
in mind both the problem and proposed solution at the same time.

Table 1. Nielsen’s mapping of methods on the product development stage [49].

Product Development Stage

Strategize Design Launch and Assess
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2. Method
2.1. Use Case

The project emerges from the use case of the smart city application of “the CoGent
box”. The goal of the CoGent project is to make the collection of cultural heritage accessible
for suburban residents. The idea was to create a shipping container-sized box that travels
to remote parts of the city to inspire civilians and connect with the heritage of their specific
neighbourhood. The use of VR in this project was specifically useful because of the spatial
aspect of the CoGent box. Also, since the project had many different project partners, VR
could be used as a visualisation method (see Figure 3a) for internal use as well before the
final set-up was built (see Figure 3b,c).

Figure 3. (a) Virtual rendering of the test environment; (b) picture of the inside of the final materiali-
sation of the CoGent box; (c) picture of the outside of the final materialisation of the CoGent box.

2.2. Testing Protocol

The main goal of this explorative research is to gain insight into how VR prototype
applications can help in the design process of new interfaces. In the first place, we focus
on a comparison between the differences in testing in the field and VR testing. A mixed
method comparative study was conducted applying low-fidelity (TIF) and VR (VRT)
prototyping and testing. This was conducted within the cycle-wise design process of the
new technological interfaces within the CoGent box. At the end, an evaluation of the final
product (FP) was performed as well.

At the end of each test a questionnaire focusing on the experience of the participant
and their view through the lens of an experimenter followed. Several questionnaires
were used such as the system usability scale, a questionnaire with specific questions on
immersion, a questionnaire surveying perceived testability and a questionnaire surveying
the participants’ opinion on the interfaces. Complementary to the research, opinions of the
experimenter and developer roles are included in the result section. The questionnaire data
are publicly available in an OSF repository (https://osf.io/vqjdr/?view_only=66e1426d9
5b64feeaf4644b4592053e5) (accessed on 16 April 2024).

https://osf.io/vqjdr/?view_only=66e1426d95b64feeaf4644b4592053e5
https://osf.io/vqjdr/?view_only=66e1426d95b64feeaf4644b4592053e5
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2.3. Physical Prototyping and Testing in the Field (TIF)

In the first phase, the tests were executed in an ‘in vivo’ context specifically located in
the place where the CoGent box would be placed. A test set-up was deployed in this location
to evaluate these interactions with the final audience in their expected environment (see
Figure 4). These tests were performed in June 2021. The tools used were Figma on a touch
screen and cardboard prototyping, and touchless interaction was tested using leap motion.
It took little time to create the prototypes. The time and effort regarding the prototyping
and testing were four workdays (2 days for the prototype, 2 days for transportation and
testing). The three interactions were represented by low-fidelity prototypes. The test
we performed within this field lab was multi-faceted. First, we introduced the CoGent
box by explaining the concept, showing images and renders. Then, we introduced the
participants to their first interaction. This was a circle on the floor that the participants
could follow around between the interfaces used for spatial guidance. Subsequently, the
participants explored the three interfaces using novel types of interactions, specifically
gestural, foot-activated and walk-along interactions. During the test, the participants were
asked to provide feedback by means of the think aloud protocol [53] about their interactions,
and their comments were recorded using a GoPro camera. This feedback was transcribed
and analysed.

Figure 4. Testing early prototypes in the field.

2.4. Virtual Prototyping and Testing in the Lab (VRT)

Like during testing in the field, three interfaces were tested in VR as well (see Figure 5).
These tests were carried out in November 2021. The first of these interfaces was an
introductory touch screen. Afterwards, the visitor could follow arrows on the ground to
the next interface. This second interface was controlled using step-activated tiles. The
next interface was adapted, as the interaction of walking along confused the participants
in the first user test (TIF). After following the arrows on the ground to the last interface,
the participants arrived at a touch screen table. For the virtual reality testing, an Oculus
Quest 2 headset was used with a Unity-based VR application. This application was built
using a framework developed for performing experiments in VR. This framework aims at
creating a highly immersive product-testing experience. It objectively measures interactions,
cognitive–affective states and user behaviour. By applying a think aloud protocol, more
qualitative input was gathered from the participants. The designed experience was kept
short (5–10 min) which reduced the chance of visual fatigue. This study also applied an
onboarding condition to familiarize the participants with a virtual environment to counter
negative effects such as disorientation and a lack of control during the experience.
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Figure 5. (a) The first interface—an introductory touch screen; (b) the 180-wall second interface was
controlled using step-activated tiles and was adapted since the interaction of walking along confused
participants in the first user test; (c) the final interface—a touch table; (d) arrows on the ground were
followed to the next interface.

2.5. Final Product High-Fidelity Testing (FP)

The final evaluation was performed in the finished CoGent box (see Figure 6). This
test was carried out in June 2022. The interfaces tested were identical to the VR test. They
consisted of the introductory screen at the entrance, a 180-degree video wall with step-
activated buttons and a touch table. The final version of the CoGent box does not have
arrows on the ground for wayfinding.

Figure 6. Final evaluation in the finished CoGent box.

2.6. Evaluation Methods

Two prototyping methods were compared during this study, the first prototyping
method being low-fidelity prototyping and the second method being virtual prototyping.
These two types of prototyping were analysed using quantitative and qualitative user
research methods:

1. Observations

Three test labs have been set up for performing qualitative observations. The first test
lab was a prototype tested in the field (TIF), where locals could test out their interaction
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using paper and basic digital screens. The second test lab was a VR lab at the faculty
(VRT). The last observation was performed with the final product (FP). Six researchers
from within the fields of communication science, experimental psychology and industrial
design were scouted for this comparative study. In all the conditions, the participants
experienced 3 prototyped interactions: an introduction screen, a wall-sized interface and a
touch table. During the VR study (VRT), one participant failed to participate. So, the results
were analysed for 5 researchers instead of the original 6. These social science researchers
had limited knowledge of virtual reality. The assessment of participants’ observations of
the final product was carried out with two participants since this was not the focus of
the study.

2. Quantitative analysis of questionnaire data

For the assessment of the imagination of the test person, we used several question-
naires related to several topics. These topics were presence, realism, functionality, interac-
tivity and task difficulty. The questionnaire consisted of relevant subsets of questionnaires
for each category. Task difficulty was measured using an after-scenario questionnaire
(ASQ) [54]. The Cronbach alpha values of the 3 questions revolving around task difficulty
were sufficiently high (α = 0.83). Functionality was measured using the mobile application
rating scale (MARS) [45]. The Cronbach alpha values of the 4 questions revolving around
functionality were sufficiently high (α = 0.789). The perception of factual realism was
measured using the VR Realism scale developed by Lipp [40]. The Cronbach alpha values
of the 3 questions revolving around realism were sufficiently high (α = 0.873). Questions
regarding presence were formulated using the group presence questionnaire [42]. The
Cronbach alpha values of the 3 questions revolving around presence were sufficiently high
(α = 0.90). The questions regarding interactivity originated from the research of Mütter-
lein [44] (IT1, IT2, IT3). The Cronbach alpha values of the 3 questions revolving around
interactivity were sufficiently high (α = 0.8736). The test sample consisted of 27 industrial
design students of different ages (20 male, 7 female, mean age = 21.3, std dev = 3.8). This
test was performed in May 2022 and used a within-subject design. Along with the test,
5 hypotheses (see Introduction) were evaluated based on the onset of this study. The lack
of disentanglement of the interactions resulting from overall system analyses could lead to
incomplete findings. A trade-off between validated scales that are not able to capture the
detail of highly complex nuanced interactions and specific measurement approaches is re-
quired. In this approach, to comprehend the feedback on the complete system, quantitative
measurement was supplemented with an interpretative method (observations and expert
interviews) that complemented the quantitative insights. This contributed to a holistic
understanding of the studied system’s perception.

3. Expert interviews

After the launch of the CoGent box, expert interviews of this project’s partners (n = 8)
were performed wherein they reflected on their use of VR testing in this project. The
interviews took place in June 2022. These interviews featured the partners reflecting on
their opinions on the use of VR as a prototyping medium for experiencing and evaluating
the CoGent box. These semi-structured interviews were based on the topics described
in this paper. Questions about the realism, immersion, usability and value were asked.
These experts fulfilled differing roles in the project. The panel consisted of 2 experts on
project management, 1 expert on product design, 4 experts on content creation and 1 expert
on social cohesion. After completing the interviews, the conversations were transcribed
and coded in NVivo. Next, the codes were clustered, and the findings are written in the
Results section.

3. Results
3.1. Physical Prototyping and Testing in the Field (TIF)

Control vs. validity: Testing the concept in its correct context without the correct
physical materialisation caused some problems regarding external validity. This was
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especially true for the walk along interface, which was hard to imagine for the participants.
Control over the environment was difficult to maintain as well (e.g., the setting was too
noisy). Regarding the context, the participants mentioned that it was fun to look at their
surroundings and see which real-life environment the final product would be placed in.
The main finding reported was that the validity and control could be high if the tested
prototype was in its final stage;

“I could imagine that I was present in this Pop-up Museum, but the experience
still felt like separate tests. It is a little too far removed from the visualization
(render).” (Participant in the field lab test)

Presence and realism: In terms of immersion, the participants agreed that they could
imagine being in the envisioned application. They noted that digital screen-based interfaces
were more immersive compared to paper prototypes. The digital screen-based interactions
were perceived to be more immersive, more interactive, cheaper and adaptable. The execu-
tion of tasks was perceived as realistic. The points of improvement that were suggested
were working on the real-life scale of the final product and connecting the separate tests
into a more coherent whole. Another proposed point of improvement was increasing the
immersion. The question of how realism could be increased in this early stage without high
development efforts upfront arises;

Functionality and interactivity: The interactivity and functionality of the prototypes
was sufficient to grasp the general concept of the product. On a cognitive level, the
participants reported that they did not have to think a lot when using the paper prototypes
and that they were easy to use when somebody gave them instructions. Paper prototyping
was well-received as a prototyping method but, unfortunately, it is unresponsive by itself
and can be difficult to interpret sometimes. The functionalities of the prototypes were
fun to explore since the test was short and the results of the interactions became instantly
visible. The participants reported that they liked paper prototyping but preferred digital
prototypes. Notwithstanding that paper prototypes can be useful in specific occasions, it
remains difficult to compete with the versatility and responsiveness of digital prototypes;

Note: When rewatching the recorded videos of these tests, very little hesitation was
witnessed in the patients during testing in the field. The frictionless experience resulted in
some participants smiling when going through the scenario.

Usability: The participants found the prototypes easy to use, intuitive and easy
to learn, and found it easy to interact with the functionalities of the prototypes. The
interviews indicated that the prototypes were moderately fun to test out. The exploration
of the prototypes was possible given that there was enough assistance provided by the
experimenter. When this condition was met, the contents of the prototypes were informative
and experienceable. However, more information was desirable. The participants responded
that they would use this way of testing themselves and would not need technical support
to perform these types of tests. The envisioned technical support encompassed UX and
software engineering. A graphic/VFX designer would be useful as well. The researchers
reported that this way of testing made their lives easier and that they would be able to
perform testing in this fashion. Regarding effort expectancy, the test was perceived as easy
to set up by the participants and their interactions with the system were clear;

TIF in NPD: In the participants’ view, the prototypes added value to the evaluation.
They were viewed as innovative and interactive, and allowed for in-depth questioning to
see if people understood the prototype. They facilitated concept validation in the early
phase, with the right target audience as well.

“I really liked the fact that field testing puts you in the right environment, you
also get closer contact to your stakeholders.” (Participant in field lab test)

The participants agreed that performing tests in a pop-up lab could be useful before
investing time and money into the project, mainly because collecting the opinions of the
target audience quickly becomes possible. From a research perspective, the participants
proposed testing in a digital fashion as much as possible. The developers who worked to
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make this test possible agreed on the significant effort it took to obtain the materials on
location. The participants preferred digital screen-based prototypes the most, both from a
research perspective and from a prototype fidelity perspective.

3.2. Virtual Prototyping and Testing in the Lab (VRT)

1. Quantitative comparative test

During the quantitative comparative test, the students delivered some interesting
insights. When looking at the questionnaire data, we see that the participants (n = 27) rated
the VR environment better in terms of interactivity, presence and realism (see Figure 7).
However, more use-oriented items such as functionality (excerpt from the MARS ques-
tionnaire) and overall task difficulty do not seem to differ all that much. The normality
tests (Appendix A, Table A1) indicate that the data regarding presence, task difficulty and
functionality are not normally distributed, while the results for realism and interactivity
are normally distributed. After running a paired samples t-test or a Wilcoxon signed rank
on each element, it turned out that there were significant effects found for interactivity,
presence and realism.

Figure 7. Results of comparative test between VR and paper prototyping resulting significant
differences of interactivity, presence and realism.

According to our hypothesis, we expected the VR prototype to be rated as more realistic
compared to the low-fidelity prototypes tested in the field. The results of the paired samples
t-test confirm that the VR test (M = 5.6, SD = 1.64) was more realistic compared to the paper
test (M = 3.75, SD = 2.29) (t(27) = 3.96, p = 0.001). For the second hypothesis, we expected
that the participants would feel more present when using the VR prototype compared to
the low-fidelity prototype. The results of the Wilcoxon signed rank test confirm that the VR
test (Mdn = 6) induced more presence than the paper test (Mdn = 3.5) (Z = −3.11, p = 0.002).
According to our hypothesis, the participants should have experienced more interactivity
when using the VR prototype compared to the low-fidelity prototypes. The results of the
paired samples t-test confirm this effect where the VR test (M = 7.5, SD = 0.91) is more
interactive than the paper test (M = 4.81, SD = 2.3) (t(27) = 6.13, p < 0.001). Our hypothesis
expected the participants to experience better functionality when using the VR prototype
compared to the low-fidelity prototype. However, the p-value of the Wilcoxon signed rank
test was too high for statistical significance (Mdn(VR) = 6.5, Mdn(Paper) = 6.3) (Z = −1.292,
p = 0.2). According to our hypothesis, we expected the participants to experience less
difficulty when performing tasks with the VR prototype compared to the low-fidelity
prototype. The p-value resulting from the linear mixed model analysis was too high for
statistical significance (Mdn(VR) = 7.3, Mdn(Paper) = 6.85) (Z = −1.668, p = 0.098). When
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using α = (0.05/8) as the Bonferroni correction to account for the family-wise error rate, the
results do not differ.

2. Qualitative reporting

Control vs. validity: The VRT setup allowed for more control over the experienced
scenario. The content expert mentioned that some people struggled with using the buttons;
this could be easily resolved by giving a tutorial first;

“Some of my colleagues really couldn’t handle VR properly. They sometimes
said: I’m too old for this, I can’t do this. Some things were just difficult such as
picking up an object. Sometimes VR does not do what you would expect it to do.”
(Expert on content creation)

Presence and realism: The perceived visual realism was quite high. The participants
reported that they could imagine that they were in a pop-up lab rather than looking at
several different screens. According to the experts interviewed, the main advantage that
VR delivered in this research was a clear visual representation. The experts mentioned that
VR brought the people working on the project closer together and that the VR prototype
induced a lot of conversation. Lengthy discussions on the customers’ journeys resulted
from testing the VR prototype. This could mean that VR created the common ground to
facilitate discussions as well. On the one hand, the experts said that VR helped in imagining
how the result of the product would look, whereas, on the other hand, they mentioned that
a lot more can be perceived in real life. The participants noted that the images were not the
same, but looked the same with regards to spatial dimensions (having a 1-to-1 scale). The
participants who viewed themselves as not into technological novelties also mentioned
that VR was particularly useful to envision the finished result. It defined the boundaries
of the finished result and the visualization became more concrete. When there are many
ideas and expectations, VR helps in delimiting these options, noted an expert. Renders of
the design were viewed as not concrete enough. Apart from this, traction and enthusiasm
resulted from the VR test as well. The spatial insight gained from viewing the product
in VR left an impression of the user experience and how the screens related to each other.
The use of avatars instilled the realism experienced in VR. Seeing an avatar performing
context-related actions allowed for the visualization of the proportions of a person, but also
presented the use of the product for the participants. VR offers a clear representation of the
finished product, which can be useful as input for discussions and understanding.

“When I finally saw the finished result, if felt already familiar in a way.” (Expert
on social cohesion)

VR also provided good insight for the designers on the project. For example, the
designer working on the spatial model benefitted a lot from viewing the space in VR.
For the designer working on the screens, the wholistic experience in VR made it a good
first in-context test. VR can be used as a tool for visualizing spaces and can elicit more
understanding of those spaces, which makes it more educational than renders. It also
puts the box in a relevant and concrete setting. This was performed because context
plays a crucial role in perception. This means that the use of VR is not only useful for
communication towards others, but also as an internal design tool. Along with the realistic
experience of viewing the dimensions of the box, three actionable tweaks to implement in
the final product were proposed.

“VR places the product in a context and allows the user to see the product on a
1-to-1 scale. The same idea applies for smaller products that are 3D printed or
viewed using Figma. It (VR) has a big added value for internal use even with
people (designers) who have a lot of spatial cognition” (Expert on product design)

Content-wise, the VR prototype made it easier to assess how much textual information
there should be on the screens. It also allowed for different spatial positions for the viewer
to see if everything could be viewed from specific angles. This because it is extremely useful
for first impressions. Another opinion that was voiced by a content creator was the false
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impression that the prototype could not be changed anymore. Some interviewees expressed
the desire to use the VR model as a sandbox to explore different options regarding the
spatial placement of furniture. These insights could then, in turn, be linked to the physical
model when it was being constructed. The designers admitted that they are used to
imagining a lot in their role and noted that it would be particularly useful to be able to
convey the vision inside their heads as realistically as possible to the customer. They
reported that the visual quality was high enough, but that the limiting factor was keeping
up with the knowledge of Unity to visualize projects in VR. The release of a good plugin for
this would convince the design team to start working with VR themselves. Since Unity has
become a lot more user-friendly, they envision themselves using the Oculus Quest soon.

VR helped with imagining the final experience of the CoGent box; during testing with
experts and lead users it became clear that it did not induce much creativity, except for the
parts that still had to be defined. For example, when testing a touch table with lead users
was carried out on a virtual touch table with visible but non-interactive content, many
ideas surfaced about how this touch screen could be used. The VR prototype filled in the
fuzziness of their own imagination and replaced this with a concrete visualization of a
final experience;

Functionality and interactivity: During expert interviews it became apparent that the
main advantage VR delivered in this research was interactivity. VR simulated the feeling of
visiting the box. Most of the partners involved in the project did not understand Figma
files intuitively or could not express what they saw in Figma to others. The Figma files
were difficult to interpret in a spatial manner. By using the VR prototype, multiple screen
and interaction types that are hard to imagine on Figma files could be validated. Moreover,
looking at renders does not allow one to experience the intrinsic features of their setting.
This also shows how people tackle their interaction with the envisioned ‘final’ product.
The prototyped interaction was realistic enough for the participants to understand the
procedures that would happen in the final product. Notwithstanding that VR is still in its
early days of interaction capabilities, some possibilities and difficulties were witnessed in
this study. In specific questions about the interfaces, the participants reported the limited
interactivity and UX flaws of the general concept. The participants noted that the setup was
portable, the prototype could be adapted easily, and variations could be tested. According
to some of the experts interviewed, VR could be used to collect feedback. It helps to make
something tangible in an iterative way;

“. . .with renders I cannot perform the actions. I really like that the experience was
included with the visualization” (Expert on content creation)

“I was impressed, I think this technology will keep improving as well. Most
dimensions of the VR model were good, the proportions and structure of the VR
model came very close to the final result” (Expert on project management)

“I think it (VR prototype) produces procedural knowledge. . .you can explore the
actions you can do in the final product. . .” (Expert on social cohesion)

Usability: In terms of perceived testability, the usability of the functions was rated
as good. Assessing the usability of the designed product was harder due to some VR-
related issues that occurred. Moreover, using teleporting for displacement was not very
intuitive to the participants. Related to the test itself, several participants reported that
some information about the functionalities was lacking, e.g., they were not sure what the
possibilities were, or they needed a lot of help with handling interactions in VR from the
experimenter. The information was regarded as complete, but suggestions were given such
as making the text bigger or relocating the icons. The participants rated this system as
adequate for testing because of some hindrance in terms of giving feedback on the side of the
user. Some recommendations that came up were establishing a training scenario, resolving
technical issues, such as tracking, and including a safety talk before the experiment. The
interviews revealed that the experience was viewed as tangible and enjoyable by the experts
and participants.
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“VR helped with the ability to experience interfaces and use of the to be developed
product, it made the product immediately clear” (Expert on project management)

Some of the experts and participants rated the prototype as fun to explore. The answers
about technology acceptance indicated that testing the VR prototype was fun when the
participants knew how to control the experience well. The participants felt the need to
test out all the functionalities, especially the people who had never experienced VR before;
they were pleasantly surprised and indicated that using VR was fun. The prototype caused
enthusiasm and imagination among the external partners within the project;

“I think it was a lot of fun to do since it was my first VR experience” (Expert on
content creation)

VRT in NPD: The general opinion of the participants and experts involving the timing
of this test within the NPD process was that the VR prototype came slightly too late. The
difficulty in this situation was the delivery of the 3D model before starting to work on
the VR experience. The VR development was performed quite rapidly. This 3D model
was delivered after major design decisions were already made, leaving little room for
comparing different versions of the prototype in VR. The experts on project management
were fond of a situation where they could view the ongoing process in VR and follow
along with the choices that had been made up to that point in the development process.
They expressed that this prototype could have been tested before physical materialization.
Since the VR development happened in parallel with the rest of the project, it is important
to communicate the findings from the testing in time with the other project partners. In
this way, the project partners can follow which choices have already been made and help
make decisions for the choices that still must be made. More critical-minded experts noted
that it could be costly to create different comparative or iterative models. They stated
that implementation a little bit earlier in the process, right before the decision on the final
concept, would be the most opportune moment to introduce VR into the NPD process.

Some project partners noted that it was good that there was only one prototype created,
since it could have been confusing testing different versions. However, they also agreed
that more iterative testing would have prevented ad hoc testing in real life. VR reduced
this effect by performing some testing within this medium, but did not fully address the
need for a more co-creative approach. Some experts wondered if it could be used for ABC
testing. In the beginning, there was a lot of confusion about the type of interaction the
box would offer (sandbox or storytelling box). It would have been interesting for project
management to have tested both types of boxes. This indicates that multiple VR prototypes
could be more beneficial to the development process than the one prototype developed in
this research.

“We want to be quite certain of the high-level concept before we start drawing in
3D. The original concept was made on paper, so VR can only be used after this
phase in the development process.” (Expert on product design)

The experts interviewed expressed that the VR testing translated to facilitating conver-
sations and discussions and levelled out the understanding of the project for stakeholders.
It created a common ground to talk about niches and expertise. The VR prototype enabled
discussion for the group working on the content of the project. In the discussions, the peo-
ple knew what they were discussing better. VR brought the people working on the project
closer together. Most of the project partners admitted in hindsight that it would have been
useful to compare the versions of the final product in VR as a conversation starter before
deciding on the definitive version (especially partners not involved with development and
design). The VR prototypes added value by making the user flow experienceable. Also, the
actions of participants could be validated (e.g., watching the screen, entering, exiting, etc.).
The participants reported on VR being a very adaptable and useful medium to test in as
well. It delivered a clear materialization of the abstract terms that were coined within the
project and oriented the efforts of the project partners in the same direction.



Appl. Sci. 2024, 14, 9918 16 of 24

The development of the VR prototype took 8 days. The experts on project management
mentioned that building a physical test set-up would have taken more time to be tested
on the same level as the VR experience. These experts also remarked that it is important
to gain time on projects and especially on European projects. There, it is more important
than saving the budget. They reported that the thing that comes closest to this physical
test set-up would be a movie set-like experience, which would be expensive and a mess
of cables. The prototype does not have to be developed physically. This can lead to time,
space and cost efficiency. How much time was needed to alter the prototype was not clear
to the project managers either. Also, both the participants and experts were not sure which
(financial) means they needed to complete the development of such a test. The experts on
project management mentioned that with physical prototypes it would only be possible
to test parts of the complete experience, which would lead to a fragmented impression.
With minimal effort, an elevated level of imagination was reached within the prototyping
budget (50 k). AR was proposed as a viable alternative as well. The participants reported
that they would use this way of testing for specific cases, weighing the cost to develop this
kind of test.

“The (Oculus) Quest is easy because it is very portable, so there is not a lot of
overhead. Multiplayer is cool, but too much of a hassle to implement” (Expert on
project management)

Some opportunities were mentioned. Most of the comments of the participants focused
on the remoteness of the set-up and heightened interactivity. For example, walking around
using wireless VR and VR gloves, testing at home and further development of the physical
interactions were proposed. Full-body tracking, a tutorial and even more detailed functional
interfaces were requested features. In an expert’s opinion, the testing in the field should
have been combined with the VR visualization. Resistance to propose new options after
testing VR became clear when compared to testing in the field, where participants produced
broader suggestions.

“It is partly our job to take up an expert role and choose from this perspective and
even have a preference for certain options.” (Expert on product design)

From a project management view, there was slight regret in not having used the VR
prototype more actively, as many doubts were encountered during the process. Regardless,
there were no expectations of this prototype and these doubts came quite late in the process.

3.3. Final Product High-Fidelity Testing (FP)

Control vs. validity: In the real environment, social hindrances were noted in the
experience. The presence of other people and contextual noise made it harder to focus
on the content. When there is a group present, this might create a social barrier to entry.
The participants reported that the visual effect was the same as in VR, but the feeling
was different. VR felt more like a test, while real-life testing enabled full control over
the environment;

Presence and realism: The participants felt present in the final product test. The
participants reported that the spatial feeling was similar in VR and real life. This scenario
yielded the highest level of realism but resulted in a neutral experience due to some
uncomfortable contextual factors (heat, ambient noise, etc.). The implications of the ambient
noise and sunlight were also difficult to assess in VR along with contextual estimations
about the real environment. All in all, it remained difficult to assess beforehand what
aspects would be realistic in VR and which would not;

“I am not gonna say it is the same, it looks the same.” (Expert on content creation)

Functionality and interactivity: During the interview with the experts attention was
brought to the comparison between the VR version and the final physical box. In real life,
people tend to be less disoriented since they are not using teleportation as a method of
displacement. This might cause the VR visualization to appear smaller than the real box.
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Some parallels between VR and real life were clear like walking past certain interfaces. A
lack of understanding of the general user flow and doubts were encountered with the new
interaction types;

“In VR everything seemed closer together and the prototype looked smaller.
Also, pressing buttons made it unnatural for some people” (Expert on project
management)

Usability: Many changes regarding content and user flow were proposed by the
participants. Some tests were difficult to perform in VR, like tests with people with limited
mobility or perception. For example, an experience in VR becomes almost impossible for a
wheelchair user. Overall, people could perform the physical test and commented on the
user-friendliness of the interactions. The functions were ready to use, and the look and
feel were rated as good. In the view of the participants, VR functioned as a good teaser,
but many waited until the box was delivered to form their final opinion. This means that
VR can be useful for collecting insights, but it might be beneficial to follow VR tests with
another more physical test;

FP in NPD: The final product test made less sense to the participants since little
changes regarding the design needed to happen. In hindsight, to some of the participants,
VR seemed like an experience they had to complete. A multi-person user test should have
happened in advance. The participants reported that the social aspect might have been
neglected during testing. Physical testing remains the most useful. The lab in the field was
criticized for requiring displacement in the initial stages of the project where it produced
little findings. In real life, people share more stories and first-hand experiences.

“It was very noisy and warm inside. I felt more uncomfortable in real life. The
VR test itself was realistic, but there might have been too little focus on the social
context.” (Participant final test)

4. Discussion

The findings from this study offer valuable insights into the comparative effectiveness
of virtual reality (VR) and real-life rapid prototyping methods in the context of user testing
for smart city interfaces. The discussion below explores the implications of these findings
for design practices, highlights the strengths and limitations of VR prototyping and suggests
directions for further research.

4.1. VR as a Bridge Between Prototyping and User-Centred Design Validation

One of the key takeaways from this study is the potential of VR to serve as a bridge
between rapid prototyping and user-centred design validation. The ability of VR to provide
a high level of visual fidelity and an immersive experience makes it particularly useful in
scenarios where traditional prototyping methods fall short. Downsides in the field-testing
approach (TIF) were noticed. A new iteration would be necessary when things go wrong, or
the interaction needs of the prototype increased. The developers of the test noted, however
that contrary to the assumption of the participants, the field test was not easy to set-up. In
conclusion, it might be perceived as easier to perform than it is in reality. A combination
of different prototyping techniques was deemed necessary to perform the test in the most
rapid way possible. The difficulty to for the visitors of the neighbourhood to imagine being
in a the CoGent box resulted in limited findings. This was unfortunate, given the efforts it
took to create and deploy the physical test setup.

The VRT was perceived as more interactive and realistic than paper prototyping
after performing statistical analyses. The participants also felt more present during VRT
compared to paper prototyping. However, more user-oriented items such as functionality
(excerpt from the MARS questionnaire) and overall task difficulty did not seem to differ all
that much. This could mean that the tasks based on paper or VR medium were perceived as
equally difficult by the participants and did not make any difference for performing actions.
However, more experience-related aspects such as presence, interactivity and realism
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benefited from the virtual medium. Future research might further question how large the
difference in interactivity, presence and realism is compared to other prototyping methods.
VR’s capability to simulate a 1:1 scale environment allows designers and stakeholders to
experience the spatial and functional aspects of a design before physical prototypes are
constructed. This is especially valuable in complex systems like smart city interfaces, where
the interaction between the user and the environment plays a critical role. In terms of
usability, it became clear that people were not able to test the complete experience on their
own; there was a person who needed to guide them through the process. VR may not be as
intuitive as some researchers in the field expect. Many people have never experienced VR
before; thus, onboarding stays important even in quite ‘simple’ applications.

4.2. The Role of VRT in the Design Process

The use of VR resulted in improved in-design reviews between project partners.
Similar to Kandi et al. [24], we found that VR can improve skills in identifying mistakes.
During quick and dirty prototyping, it was also hard to communicate the design to the
relevant stakeholders. Also, for this reason, it would be appropriate in large projects where
the impact of the VR is meaningful, especially when it is used for communicating about the
doubts faced during the project. VR could help in reducing the fuzziness involved in the
design process. It is remarkable how clearly people could understand the prototype with
little VR development effort. This visualization made the buzzwords used in the project
tangible since many partners only had the description of the project as a reference, which
was too abstract. The VR test made the project visual and explicit. This aligns with previous
research by de Regt et al. [31], which emphasizes VR’s potential to enhance communication
and collaboration in design processes. The visual and interactive nature of VR prototypes
helps to overcome the abstract nature of traditional design representations, enabling a
more concrete and shared understanding of the design among stakeholders. Contrary
to this, testing the low-fidelity concept in its correct context without the correct physical
materialization caused some problems regarding external validity. For example, renders
caused confusion in respect to the scale of the box. In line with this, testing in an open
tent lacked proper cues like depth, sound and the visual look and feel of the interfaces.
As a critical note, it was reported by a researcher that paper prototypes during the testing
in the field did not add much value. From the researchers applying the test’s view, the
VR prototype could have been deployed in this part of the NPD cycle. Since VR also has
the potential to be used within testing in the field, (mobile) VR could become a practical
tool for testing outside of a lab environment. For instance, combining VR with full colour
passthrough, AR or lidar environment scanning could enhance the contextual realism of
the testing environment. This multi-modal approach could offer a more comprehensive
evaluation of the product’s usability and user experience, leading to more successful design
outcomes. The ease of use of VRT also helped a lot with inducing enthusiasm and fun
while testing. This, in turn, helped in onboarding people onto the project. VR can be a
powerful tool for eliciting enthusiasm, which can help to maintain involvement. Later, a
physical setup could be built resulting from the feedback of the VR test in the field.

The level of fidelity as opposed to the freedom to change the design was also discussed
with the expert on project management, debating how far the imagination of the participant
can be pushed; the developer in the loop (flexible model) vs. a final fixed build arose (rigid
model) was also discussed. This demonstrates that there are still opportunities to explore.
It implies that VR can be applied in more creative ways than envisioned at the start of
the development. The higher the level of realism, the more that useful assumptions and
conclusions can be drawn from the VRT (e.g., when using foot tracking by placing Vive
trackers on foot). Iterative VR tests could be used to look for solutions when problems
occur during testing. Also, using VR instead of a real test setup during COVID was a
clever idea. It made the barrier for testing lower, since the headset could be delivered to
the participants’ workplaces. All in all, while VR was useful, it remains difficult to assess
beforehand which aspects will be realistic to evaluate in VR and which will not.
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A difficult question to assess as well, is the duration of the development of VR tests in
advance. It is partly determined by the complexity of the assignment and expertise level
of the developer. This is an issue that might be hard to address using the current tools.
It might be possible to provide users with a template in which virtual reality is already
provided and basic interactions can be prototyped.

The study’s findings suggest that VR is most effective when used in the embodiment
phase of the product innovation cycle. In this phase, VR can be utilized to refine and
validate design concepts before final decisions are made. The ability to visualize and
interact with the design in a simulated environment allows for more informed decision-
making and can prevent costly changes later in the development process. The VR prototype
was also useful to produce content for the experience since the final product was not
ready in time. So, this experience could replace the real one, potentially saving time in the
development process. However, the VR prototype was being developed in parallel with
other parts of the project, which made it, on the one hand, independent of other parties,
but difficult to assume time-saving at the end of the process. Iterative VR testing could also
have taken place several months earlier, during the development phase of the 3D model, so
the feedback could be implemented in an earlier design. However, such an approach was
not applied in this study. VR cannot be used in the last stages of the NPD cycle, since the
product must become physical at some point. Moreover, VR is also known as a bad choice
for detail design. Feedback for changes should be provided when parts of the experience
do not work as intended. Thus, waiting to test for problems when building the final box
would have left no opportunity for revising the development.

Finally, we still consider the main issue to be the neglect of the social context in this
test, rendering VR still suitable during the embodiment phase of the product innovation
cycle for its spatial aspects and user flow. A multi-person experience (e.g., VR arcades)
would have been useful, but did not fit within the budget. Another option, building a
physical dev kit, would have implied more work and thus a higher cost and lead time. This
was an advantage of VR over physical prototype development. This implies that if the cost
of VR development decreases or becomes more predictable, it could be easier to implement
VR in the NPD process. These findings could also indicate that VR might be used in more
technical or practical use cases in contrast to social or open-ended scenarios.

4.3. Enhancing VR Prototyping for Future Research

The study points to several areas where VR prototyping can be further enhanced to
better support the NPD process. One of the key challenges identified is the lack of realistic
interactions in VR. The weak spot of VR at this moment is rendering subtle interaction
elements since they can be hindered by the level of technological development today. Future
research could assess how much a concept can be trimmed down to still elicit valuable and
creative reactions from participants. This leaves us with a remaining question: whether
interactions will ever become realistic enough and if this type of research should be focused
on realistic interactions, as some interactions did not always work as intended, partially
due to too little onboarding and partially due to some malfunctioning of the system. VR
limited testing things exactly as in reality in terms of interaction, for example, when play
space boundaries showed up. Another example was the difficulty to distinguish between
the parts of the experience that were interactive and those that were not. This implies that
VR can be used as a tool for assessing usability but can be challenging in execution.

Some interactions remain difficult both in VR and in real life such as, the understanding
of a stepping interaction on a light emitting disc. Some interactions, like grabbing a ticket,
turned out to be much harder in VR compared to real life. This received some criticism. This
implies that caution is still needed when analysing and assessing interaction functionalities
in VR. This is especially true when the interactions are precise and intricate or if the
interaction consists of multiple steps. Nonetheless, VRT remains especially useful for visual
things (e.g., getting one’s attention, showing the way).
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This study reveals that while VR can reduce the need for physical prototypes and
potentially save time and resources, it is not a replacement for final product testing. The
final physical product test yielded the highest level of validity. As a result, more of the
weaknesses of VR became apparent only when testing in real life, the most remarkable
being obstructed visuals, standing still for a long time and the difference in perception
between avatars and real people. This main issue was the result of the neglect of social
context. When the real box was delivered, many other small, detailed problems rose
to the surface that were too subtle to see in VR (for example, providing a bin for used
tickets, ambient noise or excessive heat). When testing with multiple users at the same
time would have been an option, personal space could have been tested in more detail.
It is still hard to assess which problems will remain after testing with VR prototypes. It
should be noted that changes to the final product were not possible anymore, leaving
little room for experimental control or adjustments. VR might have introduced a kind of
novelty effect that resulted in more positive reception compared to the final test. In terms
of functionality, some parallels between VR and real life can be drawn. Some examples
were walking past certain interfaces, not understanding the general user flow and doubts
encountered with new interaction types. More research is needed for assessing which
specific parallels can be drawn with regards to functionality. Additionally, the use of more
detailed and robust evaluation instruments such as multimodal interaction analysis (by
including gesture and eye-tracking analysis) and specific interaction questionnaires could
aid in clarifying the difference observed between virtual and real-life evaluation. The use
of event-driven process chain analysis and the application of a human–computer–context
interaction framework for mapping interactions might facilitate discerning differences
between virtual testing and testing with the final prototype as well.

5. Conclusions

This research investigates the potential of rapid prototypes in immersive virtual
environments (IVEs) for user testing. Such virtual environments embody novel ways of
design and testing interactions with products in the early stages of development. However,
these innovative research and development approaches are still poorly understood. Hence,
this paper studies which characteristics of VR testing are beneficial to the NPD process and
provides a better understanding of the shortcomings.

The main conclusions of this work were, first, that when it comes to the main attributes
of user testing and rapid prototyping in VR, the visual fidelity (being able to holistically
grasp the product and the environment in a visual way) is the main advantage VR testing
delivered to enhance the design phase within a multistakeholder NPD process. More
specifically, VR enabled a level of visualization beyond the traditional capabilities of
3D renders or sketches. As a consequence, during the early and middle stages of the
development process, this establishes better mutual conceptual understanding between
the wide variety of (internal and external) stakeholders. In future research, this could be
extended to mixed reality settings, which would allow for more realistic visual elements
(see, for example, Kjeldskov and Skov [38]), e.g., testing with full-colour passthrough or
lidar environment scanning on newer types of hardware combined with multi-person
testing. This could be an interesting follow-up study to explore more contextual realism in
the visual domain.

Second, besides the visual fidelity, this study also revealed that VR testing is perceived
as more interactive and realistic compared to paper prototyping, which could be labelled
as the degree of interaction fidelity in line with the research of Sefelin [11]. As innovative
products are increasingly interactive in nature, entailing complex, ubiquitous, embodied,
contextual interactions, such interaction fidelity will gain importance and traditional screen-
based prototyping and testing will be challenged and the interactions will become harder
to design and research.

However, the potential of VR testing is dependent on a couple of boundary conditions
that need to be well-understood and taken into account to maximize the fidelity of the
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test. The first boundary condition is the realism in VR environments compared to the real
world. Although the interaction fidelity of VR environments is higher compared to paper
prototyping, and users are able to understand and experience the product at a conceptual
level, some more complex interactions are still perceived as rather difficult and can impact
the usability assessment of the system. As discussed by Maurya et al. [10], for example, MR
applications could relate to more realistic test user behaviour compared to VR applications.
Similarly, using hand tracking in combination with haptic interfaces interactions could
further improve the interaction fidelity (as proposed by Seth et al. [26]).

A second boundary condition is the relationship between the medium and the message.
Being in VR is still new for a lot of people, which causes interrelated behaviour (being in
the medium and interacting with the medium), e.g., when onboarding and learning to
work with the technology. One should consider their degree of familiarity with VR and
consider sufficient warming-up, explanation and time to become familiar with the system
(decreasing medium-related novelty effects, joy bias and errors).

A final boundary condition is the social context. While the interactions and physical
environment are adequately experienced, the validity of multi-user/multi-agent interaction
contexts require high levels of agent realism. Merely adding static, non-responsive avatars
is insufficient to fully represent the intricacies of such complex contexts. Nevertheless,
this has a high impact on the way the product is being used and experienced. As a result,
the effect of realistic avatar interaction on user experience should be explored in future
research [55,56].

This research sheds new light on the domain of user research in virtual environments
by comparatively studying different prototyping environments within a single NPD process.
Similar research like, for example, that of Kang [16], leverages AR technology for the
evaluation of products designed for operation and the experience of a single user. This
study’s findings closely relate to Kang’s, but broaden the scope by involving stakeholders
from diverse domains and backgrounds in an ongoing development phase. Unlike most
studies, which typically compare multiple competing products (e.g., Palacios [3]), our
research focuses on examining prototypes within a single product. This contribution adds
to the field by systematically analysing multiple methods of prototyping using different
evaluation methods. This study concludes with a favourable evaluation of the use of VR
testing in the prototyping and user testing process, where visual and interaction fidelity are
promising attributes to consider. Nonetheless, three boundary conditions were identified
to consider in future research.
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Appendix A

Table A1. Normality test.

Variable Shapiro_w Shapiro_p Kolmogorov_d Kolmogorov_p Parametric/
Non-Parametric

Involvement_paper 0.87 0.00 0.11 0.51 Non-parametric

Involvement_VR 0.95 0.20 0.15 0.10 Parametric

Presence_paper 0.91 0.02 0.16 0.07 Non-parametric

Presence_VR 0.96 0.42 0.12 0.42 Parametric

Realism_paper 0.94 0.15 0.15 0.14 Parametric

Realism_VR 0.98 0.79 0.10 0.73 Parametric

Interactivity_paper 0.97 0.54 0.09 0.83 Parametric

Interactivity_VR 0.97 0.55 0.12 0.45 Parametric

MARS_paper 0.92 0.04 0.14 0.18 Non-parametric

MARS_VR 0.98 0.92 0.09 0.79 Parametric

ASQ_paper 0.94 0.12 0.14 0.23 Parametric

ASQ_VR 0.93 0.08 0.20 0.01 Non-parametric
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