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Self-heating can significantly degrade the performance in silicon nanoscale devices. In this work, the impact of 
self-heating is investigated in nanosheet transistors made of two-dimensional materials using ab-initio techniques. 
A new algorithm was developed to allow for efficient self-energy computations, achieving a ∼500 times speedup. 
It is found that for the simple case of free-standing transition-metal dicalchogenides without explicit metal leads, 
electron-phonon scattering with room-temperature phonons dominates the device performance. For MoS2, the 
effect of self-heating is negligible in comparison. For WS2 and especially for WSe2, self-heating effects demonstrate 
a further degradation of the ON-state current.
1. Introduction

The last two decades, two-dimensional (2D) materials have risen in 
interest as candidates for next-generation devices. They are predicted 
to show excellent electrostatic control, reducing short-channel effects, 
and to suffer less from device variation [1–4]. Ab-initio methods, such 
as Density Functional Theory (DFT) and the Non-Equilibrium Green’s 
Function (NEGF) formalism [5], have been helpful tools in the research 
on 2D materials [1]. It has been shown that, to capture the correct 
behavior for 2D-material-based devices with NEGF, it is of great impor-
tance to incorporate electron-phonon interactions [5–7]. These dissipa-
tive simulations, however, usually assume electron-phonon interactions 
with phonons that are in equilibrium with a fixed temperature. Addition-
ally, this fixed temperature is often assumed to be near room temper-
ature. However, during device operation electron-phonon interactions 
also result in the generation of additional phonons, corresponding to 
a self-heating effect. These additional phonons can result in increased 
electron-phonon scattering, giving rise to hotspots with locally increased 
temperatures and device performance degradation. The simulation of 
such hotspots requires the incorporation of phonon transport simula-
tions. These phonon transport simulations enable the computation of 
the phonon population through a balance of additional phonon creation 
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and heat conduction through the device. A fully coupled scheme, includ-
ing electron transport, phonon transport and the influence of electron-
phonon interactions on both the electronic transport and the phonon 
population could thus be important to properly assess the performance 
of nanodevices [8]. It has been shown that in silicon devices, neglecting 
self-heating effects can result in an overestimation of the device perfor-
mance [8,9]. A similar study for devices based on 2D materials has, to 
the authors’ knowledge, not been performed. Our DFT-NEGF quantum 
transport solver, ATOMOS, allows for the simulation of devices with 
electron-phonon scattering by phonons at an equilibrium temperature 
[5,10] and for the simulation of ballistic phonon transport [11]. One 
aim of this work is to extend ATOMOS to allow for the simulation of 
fully coupled electron-phonon transport for 2D materials.

In the literature, coupled electron-phonon simulations are often at 
least partially based on the Boltzmann transport equation [8,12], not 
making use of the full quantum description as provided by the NEGF for-
malism. This is not surprising as fully coupled electron-phonon transport 
simulations using NEGF are usually characterized by exceedingly high 
computational costs [9], except for some very simple cases not corre-
sponding to realistic materials [13,14]. These high computational costs 
are linked to the computation of the self-energy required to evaluate 
the electron-phonon scattering and the creation of additional phonons. 
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A second aim of this work is to present a new algorithm based on the 
Fast-Fourier-Transform (FFT) technique, which greatly reduces the com-
putational cost of the self-energy calculation. This new algorithm could 
provide a way to more readily incorporate self-heating effects or even 
just regular electron-phonon scattering in future research on nanode-
vices with NEGF, while keeping the computation time tractable.

In Section 2, we discuss the theoretical foundations of our NEGF im-
plementation of the electron and phonon Green’s function. In Section 3, 
we describe the methods used to perform a device simulation and elab-
orate on the FFT-based self-energy calculation. In Section 4, we discuss 
the errors introduced by the approximations within this FFT-based self-
energy computation and provide estimates for the gain in computational 
efficiency. Finally, in Section 5, we show the results of the simulation 
of a fully coupled 2D-material-based device with self-heating.

2. Theory

2.1. The DFT Hamiltonian

It can be shown that within the DFT formalism, a material is de-
scribed by the following Hamiltonian [15],

𝐻̂ =
∑
𝑛𝐤

𝑒𝐤𝑛𝑐
†
𝐤𝑛𝑐𝐤𝑛 +

∑
𝜈𝐪

ℏ𝜔𝐪𝜈(𝑎̂†𝐪𝜈 𝑎̂𝐪𝜈 +
1
2
)+

𝑁
− 1

2
𝑝

∑
𝐤𝐪
𝑚𝑛𝜈

𝑔𝑚𝑛𝜈(𝐤,𝐪)𝑐
†
𝐤+𝐪𝑚𝑐𝐤𝑛(𝑎̂𝐪𝜈 + 𝑎̂†−𝐪𝜈).

(1)

The description is in reciprocal space, with electronic band energies 
𝑒𝐤𝑛, phonon energies ℏ𝜔𝐪𝜈 and electron-phonon interaction parameters 
𝑔𝑚𝑛𝜈(𝐤, 𝐪). Here, 𝑛 (𝜈) denotes the band index (phonon mode) and 𝐤 (𝐪) 
the k-point in the Brillouin zone for the electrons (phonons). 𝑐†𝐤𝑛 and 
𝑐𝐤𝑛 (𝑎̂†𝐪𝜈 and 𝑎̂𝐪𝜈) are the corresponding electron (phonon) creation and 
annihilation operators. However, these operators create and annihilate 
particles in reciprocal space. Device simulations typically require a real 
space description, which can be achieved by transforming the reciprocal 
space operators to real space, using a Wannier transformation [16],

𝑐
†
𝐑𝑒𝑚

= 1√
𝑁𝑒

∑
𝑛𝐤

𝑒−𝑖𝐤⋅𝐑𝑒𝑈𝑛𝑚,𝐤𝑐
†
𝐤𝑛, (2)

where 𝑚 denotes a Wannier function index, 𝐑𝑒 denotes the primitive cell 
lattice point, 𝑁𝑒 is the number of k-points and 𝑈𝑛𝑚,𝐤 is a matrix built to 
maximize the real space localization of the electron. A similar real space 
transformation can be achieved for the localization of phonons [17],

𝑎̂
†
𝐑𝑝𝜅𝛼

= 1√
𝑁𝑝

∑
𝜈𝐪

𝑒−𝑖𝐪⋅𝐑𝑝 𝑒∗
𝜅𝛼𝜈,𝐪𝑎̂

†
𝐪𝜈 , (3)

where 𝑒𝜅𝛼𝜈,𝐪 is the eigenvector of the dynamical matrix and 𝜅, 𝛼 and 𝐑𝑝

denote an atom index, its polarization direction and its primitive cell lat-
tice point, respectively. Note that there are minor differences compared 
to the conventions in Ref. [17].

In some cases, a mixed space description is beneficial. An exemplary 
case is a planar transistor, e.g., made from a 2D material. The transport 
direction requires a real space description to allow for the insertion of 
carriers at the source and their extraction at the drain. The out-of-plane 
direction, orthogonal to both the 2D material plane and the transport 
direction, is non-periodic and thus implies a real space description as 
well. The third direction, however, is typically very homogeneous and 
can thus be considered periodic. This periodicity allows for the subdivi-
sion of the system in a periodic part, which can be Fourier transformed 
to reciprocal space, and a remainder part, which is kept in real space. A 
schematic depiction for an hexagonal lattice is shown in Fig. 1.

This concept can be extended to other numbers of periodic direc-
tions, from 0 for nanowires to 2 for resistors or diodes. A more complete 
discussion of the transformations used is given in Appendix A. The final 
2

result is the following mixed space Hamiltonian
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Fig. 1. Subdivision of the real space lattice in a periodic part orthogonal to 
the transport direction, which can be transformed to reciprocal space through a 
Fourier transformation, and a remainder part, which is kept in real space.

𝐻̂ =
∑

𝑛𝑛′𝐤⟂

ℎ̄𝑛𝑛′
𝐤⟂

𝑐
†
𝐤⟂𝑛

𝑐𝐤⟂𝑛′
+

∑
𝜈𝜈′𝐪⟂

𝑑𝜈𝜈′
𝐪⟂

𝑎̂†𝐪⟂𝜈
𝑎̂𝐪⟂𝜈′

. (4)

+𝑁
− 1

2
⟂

∑
𝑛𝑛′𝜈
𝐤⟂𝐪⟂

𝑔̄ 𝑛𝑛′𝜈
𝐤⟂𝐪⟂

𝑐
†
𝐤⟂+𝐪⟂𝑛

𝑐𝐤⟂𝑛′
(𝑎̂𝐪⟂𝜈

+ 𝑎̂†−𝐪⟂𝜈
),

where the indices 𝑛 and 𝜈 should not be confused with the band indices 
in (1), but represent a grouping of the indices 

(
𝑚,𝐑𝑒,∥

)
and 

(
𝜅, 𝛼,𝐑𝑝,∥

)
defined above and in Fig. 1. 𝑁⟂ is equal to the number of orthogonal k-
points. The third term in (4) represents the electron-phonon interactions 
and will be referred to as 𝐻̂𝐼 .

2.2. The NEGF formalism

The NEGF formalism relies on the definition of an electron and 
phonon Green’s function [18,19]

𝑖𝐺𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = 1
ℏ

⟨
𝑇𝑐

[
𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂𝑚
(𝑡′)

]⟩
, (5)

𝑖𝐷𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) = 1
ℏ

⟨
𝑇𝑐

[
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

]⟩
, (6)

where the creation and annihilation operators are given in the Heisen-
berg picture and are ordered on a two-branch contour. The averaging 
over the states is determined by a non-equilibrium occupation [19]. The 
indices 𝑛 and 𝑚 (𝜈 and 𝜇) can be understood as row and column in-
dices, defining the Green’s functions as matrices, 𝑮𝐤⟂ (𝑡, 𝑡

′) (𝑫𝐪⟂ (𝑡, 𝑡
′)). 

Although we refer to 𝑫𝐪⟂ (𝑡, 𝑡
′) as the phonon Green’s function, accord-

ing to its definition it is actually equal to the displacement-displacement 
correlation [15], but we will forgo this point for the sake of brevity.

The expressions in (5) and (6) cannot be solved exactly due to the 
electron-phonon interactions in 𝐻̂𝐼 and due to the unknown occupation 
of states for devices not in equilibrium. A solution can be found through 
a perturbation expansion, of which the theory is well established. Here, 
we follow the derivation in Ref. [19]. The interacting system is subdi-
vided into several non-interacting systems: the electrons and phonons in 
the device, a left lead and a right lead, as shown in Fig. 2. Additionally, 
each subsystem is divided into slabs such that every slab only interacts 
with its nearest neighbors [20]. Alternatively, one could interpret it as 
elements of (4) being grouped into matrices such that the total device 
Hamiltonian for the electron system and phonon system form two block 
tridiagonal matrices, respectively.

Each subsystem has a known one-particle occupation: the infinite 
leads are each characterized by Fermi-Dirac statistic functions for the 
electrons

𝑓𝑖(𝜔) =
1

exp
ℏ𝜔−𝐸𝑓𝑖

𝑘𝐵𝑇𝑖
+ 1

(7)

and Bose-Einstein statistic functions for the phonons

𝑁𝑖(𝜔) =
1

(8)

exp ℏ𝜔

𝑘𝐵𝑇𝑖
− 1
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Fig. 2. Schematic representation of the coupled electron-phonon system within 
a device with two semi-infinite leads. The 𝐤⟂ and 𝐪⟂ subscripts are left out 
for the sake of brevity. Degrees of freedom of the electron and phonon system 
are grouped such that the on-site energies and coupling elements form matrices. 
The matrices that form the perturbation terms coupling the device to the left and 
right leads are denoted in red. The electron-phonon interactions are denoted in 
green. It should be noted that the representation here is only qualitatively true 
for phonons. A rigorous treatment can be found in the Supplemental Material 
[21]. (For interpretation of the colors in the figure(s), the reader is referred to 
the web version of this article.)

with temperatures, 𝑇1 and 𝑇2, and chemical potentials for the electrons, 
𝐸𝑓1

and 𝐸𝑓2
, for the left and right lead, respectively. The device itself 

can be kept empty before connection. The subsystems are connected 
by adiabatically switching on the interaction terms, 𝐻̂𝐼 , and the per-
turbation terms connecting the device to the leads. These perturbation 
terms can be grouped into matrices 𝐔𝐤⟂ (𝐕𝐪⟂ ), related to { ̄𝐡𝑖,𝑗 , ̄𝐡𝑗,𝑖}
({ ̄𝐝𝑖,𝑗 , ̄𝐝𝑗,𝑖}) with 𝐢, 𝐣 equal to 𝟎, 𝟏 and 𝐧, 𝐧+ 𝟏 [21]. Note that bold in-
dices are used to indicate slab indices instead of individual degrees of 
freedom.

The switching on, in combination with Wick’s theorem, leads to the 
following Dyson equations [19],

𝐆𝐤⟂ (𝑡, 𝑡
′) =𝐆0

𝐤⟂
(𝑡, 𝑡′) + ∫

𝐶

𝑑𝑡1𝐆0
𝐤⟂
(𝑡, 𝑡1)𝐔𝐤⟂𝐆𝐤⟂ (𝑡1, 𝑡

′)

+ ∫
𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2𝐆0
𝐤⟂
(𝑡, 𝑡1)𝚺𝑠

𝐤⟂
(𝑡1, 𝑡2)𝐆𝐤⟂ (𝑡2, 𝑡

′), (9)

𝐃𝐪⟂ (𝑡, 𝑡
′) =𝐃0

𝐪⟂
(𝑡, 𝑡′) + ∫

𝐶

𝑑𝑡1𝐃0
𝐪⟂
(𝑡, 𝑡1)𝐕𝐪⟂𝐃𝐪⟂ (𝑡1, 𝑡

′)

+ ∫
𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2𝐃0
𝐪⟂
(𝑡, 𝑡1)𝚷𝑠

𝐪⟂
(𝑡1, 𝑡2)𝐃𝐪⟂ (𝑡2, 𝑡

′), (10)

where 𝐆0
𝐤⟂

and 𝐃0
𝐪⟂

are the Green’s function solutions for the non-
interacting non-connected subsystems, 𝐔𝐤⟂ and 𝐕𝐪⟂ are defined as 
above, 𝚺𝑠

𝐤⟂
and 𝚷𝑠

𝐪⟂
are the self-energies related to electron-phonon 

scattering and the integrals are integrals over the two-branch con-
tours. The contour-ordered Green’s function can be resolved into lesser, 
greater, retarded and advanced Green’s functions by confinement of the 
time arguments to specific branches and the contour integrals in (9) and 
(10) can be simplified to real axis integrals by using Langreth’s theorem 
[19,22]. Finally, Fourier transformation of the integral equations to the 
energy domain results in the following well-known expressions for the 
electron Green’s function [22,23],

𝐆𝑅∕𝐴
𝐤⟂

(𝜔) =
(
(ℏ𝜔± 𝑖𝜂)𝐈−𝐇𝐤⟂ −𝚺𝑅∕𝐴

𝐤⟂
(𝜔)

)−1
, (11)

𝐆≶

𝐤⟂
(𝜔) =𝐆𝑅

𝐤⟂
(𝜔)𝚺≶

𝐤⟂
(𝜔)𝐆𝐴

𝐤⟂
(𝜔), (12)

with 𝐆𝑅
𝐤⟂

, 𝐆𝐴
𝐤⟂

, 𝐆<
𝐤⟂

and 𝐆>
𝐤⟂

the retarded, advanced, lesser and greater 

electron Green’s function of the device, respectively, and 𝚺𝑅∕𝐴
𝐤⟂

and 𝚺≶

𝐤⟂
their corresponding self-energies. 𝐇𝐤⟂ is the device Hamiltonian with(
𝐇𝐤⟂

)
𝑖,𝑗

= ℎ̄ 𝑖𝑗
𝐤⟂

. (13)

Note that the matrices defined here only contain degrees of freedom 
within the device and not the degrees of freedom in the leads as before. 
3

The influence of the leads is introduced by the self-energies. The self-
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energies thus contain contributions from both the leads and the electron-
phonon interactions

𝚺 = 𝚺𝑙 +𝚺𝑠 (14)

where we dropped the 𝜔 and 𝐤⟂ dependency in the notation for the sake 
of brevity and where

𝚺𝑙,𝑅∕𝐴
𝟏,𝟏 = 𝐡̄𝟏,𝟎 𝐆

0,𝑅∕𝐴
𝟎,𝟎 𝐡̄𝟎,𝟏, (15)

𝚺𝑙,𝑅∕𝐴
𝐧,𝐧 = 𝐡̄𝐧,𝐧+𝟏 𝐆

0,𝑅∕𝐴
𝐧+𝟏,𝐧+𝟏 𝐡̄𝐧+𝟏,𝐧, (16)

𝚺𝑙,< = 𝑖𝑓1𝚪𝑙
1 + 𝑖𝑓2𝚪𝑙

2, (17)

𝚺𝑙,> = −𝑖(1 − 𝑓1)𝚪𝑙
1 − 𝑖(1 − 𝑓2)𝚪𝑙

2, (18)

with(
𝚪𝑙
1
)
𝟏,𝟏 = 𝑖

(
𝚺𝑙,𝑅

𝟏,𝟏 −𝚺𝑙,𝐴

𝟏,𝟏

)
, (19)(

𝚪𝑙
2
)
𝐧,𝐧 = 𝑖

(
𝚺𝑙,𝑅
𝐧,𝐧 −𝚺𝑙,𝐴

𝐧,𝐧

)
. (20)

The retarded and advanced Green’s function in the non-interacting 
non-connected leads, 𝐆0,𝑅∕𝐴, are readily computed using the Sancho-
Rubio algorithm [24].

Similar expressions can be found for the phonon Green’s function 
[25,9],

𝐃𝑅∕𝐴
𝐪⟂ (𝜔) =

(
(ℏ2𝜔2 ± 𝑖𝜂)𝐈−𝐊𝐪⟂ −𝚷𝑅∕𝐴

𝐪⟂ (𝜔)
)−1

, (21)

𝐃≶
𝐪⟂ (𝜔) =𝐃𝑅

𝐪⟂
(𝜔)𝚷≶

𝐪⟂ (𝜔)𝐃
𝐴
𝐪⟂
(𝜔), (22)

with 𝐊𝐪⟂ the Fourier transform of 𝚽, the rescaled interatomic force 
constants matrix,

𝚽𝑖,𝑗 =
ℏ2√
𝑚𝑖𝑚𝑗

𝜕2𝑈

𝜕𝜏𝑖𝜕𝜏𝑗
. (23)

Here, 𝑈 denotes the internal energy, the index 𝑖 indicates a degree 
of freedom in the real space phonon system, i.e., an atom with mass 𝑚𝑖

with a polarization direction along which it is displaced over a distance 
𝜏𝑖.

Similarly to the electron system, the effects of the leads and electron-
phonon interactions are introduced through the self-energy

𝚷 =𝚷𝑙 +𝚷𝑠 (24)

with

𝚷𝑙,𝑅∕𝐴
𝟏,𝟏 = 𝐤̄𝟏,𝟎 𝐃

0,𝑅∕𝐴
𝟎,𝟎 𝐤̄𝟎,𝟏, (25)

𝚷𝑙,𝑅∕𝐴
𝐧,𝐧 = 𝐤̄𝐧,𝐧+𝟏 𝐃

0,𝑅∕𝐴
𝐧+𝟏,𝐧+𝟏 𝐤̄𝐧,𝐧+𝟏, (26)

and

𝚷𝑙,< = −𝑖𝑁1𝚫𝑙
1 − 𝑖𝑁2𝚫𝑙

2, (27)

𝚷𝑙,> = −𝑖(𝑁1 + 1)𝚫𝑙
1 − 𝑖(𝑁2 + 1)𝚫𝑙

2, (28)

with(
𝚫𝑙
1
)
𝟏,𝟏 = 𝑖

(
𝚷𝑙,𝑅

𝟏,𝟏 −𝚷𝑙,𝐴

𝟏,𝟏

)
, (29)(

𝚫𝑙
2
)
𝐧,𝐧 = 𝑖

(
𝚷𝑙,𝑅

𝐧,𝐧 −𝚷𝑙,𝐴
𝐧,𝐧

)
. (30)

The similarity between (11)-(20) and (21)-(30) readily allows for 
the adaptation of electronic transport codes to phonon transport, as was 
done in Ref. [11]. However, the derivation of these expressions for the 
phonon system in the literature typically relies on different conven-
tions and does not apply the same principles as used for the electron 
system [25,26]. This discrepancy complicates linking the electron and 
phonon Green’s function for the self-energy calculation. Additionally, 
expressions are usually obtained for full real space [9,25,26] or recipro-

cal space [15], neglecting mixed space, which is useful for devices. We 
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therefore provide a derivation of the Green’s function expressions pro-
vided above and their corresponding self-energies in Appendix B and 
Appendix C, respectively. The final results for the lesser and greater 
self-energies due to electron-phonon scattering are

𝚺𝑠,≶

𝐤⟂
(𝜔) =

+∞

∫
0

2𝑖ℏ
𝑁⟂

∑
𝜈𝜇𝐪⟂

𝐌𝜈
𝐤⟂−𝐪⟂ ,𝐪⟂

(
𝐆≶

𝐤⟂−𝐪⟂
(𝜔−𝜔′)𝐷≶

𝜈,𝜇
𝐪⟂

(𝜔′)

+𝐆≶

𝐤⟂−𝐪⟂
(𝜔+𝜔′)𝐷≷

𝜇,𝜈
−𝐪⟂

(𝜔′)
)
𝐌𝜇

𝐤⟂ ,−𝐪⟂
𝑑𝜔′

2𝜋
, (31)

(
𝚷𝑠,≶

𝐪⟂ (𝜔)
)

𝜈,𝜇
=

+∞

∫
−∞

−
2𝑛𝑠𝑖ℏ

𝑁⟂

×
∑
𝐤⟂

Tr
(
𝐌𝜈

𝐤⟂ ,−𝐪⟂
𝐆≶

𝐤⟂
(𝜔′)𝐌𝜇

𝐤⟂−𝐪⟂ ,𝐪⟂
𝐆≷

𝐤⟂−𝐪⟂
(𝜔′ −𝜔)

)
𝑑𝜔′

2𝜋
, (32)

where 𝑛𝑠 is a spin degeneracy factor and Tr() denotes the trace. The 
matrix elements of 𝐌𝜈

𝐤⟂ ,𝐪⟂
are given by(

𝐌𝜈
𝐤⟂ ,𝐪⟂

)
𝑛,𝑛′

= ̄̄𝑔 𝑛𝑛′𝜈
𝐤⟂𝐪⟂

, (33)

which are rescaled versions of the matrix elements in (4), as detailed in 
Appendix C. The row and column indices of 𝐌𝜈

𝐤⟂ ,𝐪⟂
thus correspond to 

electron degrees of freedom and the matrix multiplications and trace op-
erator in (31) and (32) are effectively summations over electron degrees 
of freedom. The phonon degrees of freedom cannot be readily linked to 
matrix multiplications and are thus written out explicitly. The total set 
of operations can, however, still be considered as tensorial products with 
𝐌𝜈

𝐤⟂ ,𝐪⟂
, summing over both electron and phonon degrees of freedom.

The retarded and advanced self-energies are calculated from the fol-
lowing relation [22],

𝚺𝑠,𝑅∕𝐴
𝐤⟂

(𝜔) = 
+∞

∫
−∞

𝚪𝑠
𝐤⟂
(𝜔′)

𝜔−𝜔′
𝑑𝜔′

2𝜋
∓ 𝑖

2
𝚪𝑠
𝐤⟂
(𝜔), (34)

𝚷𝑠,𝑅∕𝐴
𝐪⟂ (𝜔) = 

+∞

∫
−∞

𝚫𝑠
𝐪⟂
(𝜔′)

𝜔−𝜔′
𝑑𝜔′

2𝜋
∓ 𝑖

2
𝚫𝑠
𝐪⟂
(𝜔), (35)

with

𝚪𝑠
𝐤⟂
(𝜔) = 𝑖

(
𝚺𝑠,>

𝐤⟂
(𝜔) −𝚺𝑠,<

𝐤⟂
(𝜔)

)
, (36)

𝚫𝑠
𝐪⟂
(𝜔) = 𝑖

(
𝚷𝑠,>

𝐪⟂
(𝜔) −𝚷𝑠,<

𝐪⟂
(𝜔)

)
, (37)

although the first terms in (34) and (35) are usually left out as the princi-
pal value integral is difficult to compute and merely results in an energy 
renormalization [22].

With the lesser and greater Green’s functions available, we can com-
pute the electron density [10], the current and the electron and phonon 
heat current [9] as

𝑛𝑘 = −
𝑖𝑛𝑠ℏ

𝑁⟂

∑
𝐤⟂

+∞

∫
−∞

𝐺<
𝑘,𝑘
𝐤⟂

𝑑𝜔

2𝜋
, (38)

𝐼𝑖→𝑗 = −
𝑞𝑛𝑠

𝑁⟂

∑
𝐤⟂

+∞

∫
−∞

(ℎ̄ 𝑖𝑗
𝐤⟂

𝐺<
𝑗,𝑖
𝐤⟂

− ℎ̄ 𝑗𝑖
𝐤⟂

𝐺<
𝑖,𝑗
𝐤⟂

)𝑑𝜔

2𝜋
, (39)

𝐽𝑒𝑙,𝑖→𝑗 =
𝑛𝑠

𝑁⟂

∑
𝐤⟂

+∞

∫
−∞

ℏ𝜔(ℎ̄ 𝑖𝑗
𝐤⟂

𝐺<
𝑗,𝑖
𝐤⟂

− ℎ̄ 𝑗𝑖
𝐤⟂

𝐺<
𝑖,𝑗
𝐤⟂

)𝑑𝜔

2𝜋
, (40)

𝐽𝑝ℎ,𝑖→𝑗 =
1 ∑ +∞

ℏ𝜔(𝑘̄ 𝑖𝑗 𝐷<
𝑗,𝑖

− 𝑘̄ 𝑗𝑖 𝐷
<
𝑖,𝑗
)𝑑𝜔

. (41)
4

𝑁⟂ 𝐪⟂
∫
0

𝐪⟂ 𝐪⟂ 𝐪⟂ 𝐪⟂
2𝜋
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3. Methods

3.1. Material parameter extraction

The purpose of this work is to evaluate self-heating effects for de-
vices based on conventional 2D materials. We therefore choose to focus 
on experimentally mature 2D materials, such as the transition-metal di-
calchogenides (TMD) MoS2, WS2 and WSe2. In contrast to graphene, 
these materials naturally demonstrate a bandgap without the need for 
confinement to nanoribbons. Additionally, this choice readily allows us 
to compare our results with previous work [6]. Another conventional 
2D material evaluated in Ref. [6] is black phosphorus, but this material 
is predicted to suffer from strong current degradation due to electron-
phonon scattering even for the case of equilibrium phonons at room 
temperature. We therefore limit ourselves to the three TMDs above in 
their most stable form, the 2H phase. For the sake of brevity, the model 
testing and error analysis was only performed for MoS2, limiting our dis-
cussion of WS2 and WSe2 to their device performance with self-heating 
included.

The electronic band energies, phonon energies and electron-phonon 
matrix elements of all materials were extracted in reciprocal space us-
ing the QUANTUM ESPRESSO DFT code [27]. The structure was relaxed 
with an energy convergence criteria of 1 × 10−16 Ry between subse-
quent scf iteration steps and energy and force convergence criteria of 
5 × 10−7 Ry and 5 × 10−6 Ry Bohr−1, respectively, between subsequent 
ionic optimization steps. The PBE exchange-correlation functional was 
used with ultrasoft pseudopotentials, an energy cutoff of 70 Ry, 80Ry
and 90Ry for MoS2, WS2 and WSe2, respectively, and a k-mesh density 
of 16 × 16 × 1. The latter two were set after a convergence test to see 
that this correspond to a relative energy variation of less than 1 × 10−6, 
an absolute energy variation less than 1 mRy/atom and a variation of 
the lattice constant of less than 0.02 %. The obtained lattice constant for 
MoS2 is 3.183Å, which differs from the experimental result of 3.165Å
[28] due to the lack of van der Waals corrections. Relaxation with the 
Grimme DFT-D3 van der Waals correction [29] resulted in a lattice con-
stant of 3.166Å. However, this correction resulted in strong oscillations 
of the deformation potentials as a function of 𝐪, which was deemed 
unrealistic. A vacuum of 15Å and out-of-plane screening were used to 
block interactions between different layers. Spin-orbit coupling was ne-
glected in all simulations as it significantly increases the computational 
cost of the NEGF simulations. The same k-mesh was used for the phonon 
calculation with a convergence threshold of 1 × 10−17.

The reciprocal space parameters were converted to real space using 
the Wannier90 [16] and Perturbo [30] code. For the initial projections 
during the Wannierization process, 5 d-orbitals on Mo and W and 3 
p-orbitals on S and Se were used. Perturbo provides the Hamiltonian el-
ements in the Wannier basis, the interatomic force constants and atomic 
masses, which are readily combined to form 𝚽 in (23), and the real 
space deformation potentials, all in the HDF5 format [30]. To retrieve 
the matrix elements of (33) in real space, an additional transformation 
is required,

̃̃𝑔𝑚𝑛𝜅𝛼
𝐑𝑒,𝐑𝑝

= ℏ√
2𝑚𝜅

𝑔𝑃𝑒𝑟𝑡𝑢𝑟𝑏𝑜
𝑚𝑛𝜅𝛼

(𝐑𝑒,𝐑𝑝). (42)

The details are provided in Appendix A and Appendix B.

3.2. Device simulation

The matrix elements extracted in the previous section are grouped 
into device Hamiltonians for both the electrons and phonons. These 
Hamiltonians are then Fourier transformed to mixed space by the ATO-
MOS quantum transport solver. 10 k-points were used for half of the 
mixed space Brillouin zone. The other half can be considered equal due 
to symmetry. The device is a dual-gate transistor, depicted in Fig. 3 for 
the case of MoS2. The 42 nm long TMD sheet consists of source and drain 

extension regions, doped with a carrier concentration of 1.8 ×1013 cm−2, 
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Fig. 3. Schematic representation of a MoS2 dual-gate transistor with its dimen-
sions.

and a 14 nm intrinsic channel region between a top and bottom gate. The 
doping is n-type for MoS2 and WS2 and p-type for WSe2, consistent with 
their most conventional intrinsic doping type. The drain extension re-
gion is elongated compared to the source extension region to allow for 
better investigation and visualization of the thermalization of the car-
riers. Both gates have a corresponding gate oxide of 2 nm and relative 
permittivity of 15.6 for an effective oxide thickness of 0.5 nm. The bias 
between source and drain was set to 0.3 V. Unless specified otherwise, 
the source-gate potential was set to 0.6 V, corresponding to ON-state.

To verify the correctness of the matrix elements, the band structure 
and phonon dispersion are shown for MoS2 in Fig. 4 (a) and (b), re-
spectively. The deformation potentials as a function of 𝐪 for 𝐤 at Γ as 
provided by Perturbo are denoted with full lines for each phonon branch 
in Fig. 4 (c). However, incorporation of all the matrix elements required 
to reproduce Fig. 4 (c) in (31) and (32) results in computations that are 
prohibitively expensive. Indeed, self-energy computations often require 
neglecting certain matrix elements to keep the computation tractable 
[9]. In this work, only on-site interactions are considered, i.e., within 
(31) and (32), 𝚺≶

𝐤⟂
, 𝚷≶

𝐪⟂ , 𝐆≶

𝐤⟂
, 𝐃≶

𝐪⟂ and 𝐌𝜈
𝐤⟂ ,𝐪⟂

are assumed to be diag-
onal matrices and the diagonal entries of 𝐌𝜈

𝐤⟂ ,𝐪⟂
are only nonzero if the 

corresponding Wannier functions are located on the atom corresponding 
to 𝜈. An estimate of the influence due to this approximation is obtained 
by computing deformation potentials with the same approximations, 
i.e., reciprocal space deformation potentials are computed according to 
the principles in Ref. [17], but matrix elements which would be ne-
glected in our diagonal approach in (31) and (32) are set to zero in the 
computation of the deformation potentials as well. The resulting approx-
imate deformation potentials are denoted by the dashed curves in Fig. 4
(c). One can clearly see that neglecting the non-local interactions has 
a large influence on the deformation potentials. First, the average de-
formation potential is significantly smaller due to neglecting non-local 
scattering processes. Second, the deformation potentials do not show 
any dispersion.

Concerning the decrease in average deformation potential, we have 
compensated for this in our computation by rescaling the on-site matrix 
elements with a scaling factor 𝑐,

𝐌𝜈
𝐤⟂ ,𝐪⟂

← 𝑐 𝐌𝜈
𝐤⟂ ,𝐪⟂

. (43)

It was found that 𝑐 = 7.409, 7.792 and 7.240 results in the same av-
erage deformation potentials as for the case when all interactions are 
included for MoS2, WS2 and WSe2, respectively. This approach should 
ensure that the average strength of the electron-phonon interaction is 
preserved despite our approximation. Using the on-site matrix elements 
provides an attempt to preserve the relative sensitivity of different Wan-
nier functions to atomic displacements. We would like to note that 
compensation for neglecting off-diagonal elements in electron-phonon 
scattering by introducing a scaling factor has been shown to reproduce 
correct device performance [31,32].

Concerning the lack of momentum dependence of the deformation 
potentials in our approximation, we claim that this does not severely af-
fect our results, which we will verify when comparing our results with 
previous work in Section 5. There is one notable exception. The acous-
5

tic phonons in Fig. 4 (b) demonstrate a zero in the phonon energies 
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Fig. 4. Wannier interpolated band structure (a) and phonon dispersion (b) of 
MoS2 obtained by ATOMOS using the matrix elements provided by Perturbo. 
The band gap energy, 𝐸𝑔 , threshold energy for acoustic phonon mode damp-
ing, 𝐸0, and the different phonon branches are denoted. (c) The deformation 
potentials for each phonon branch as a function of 𝐪 for 𝐤 at Γ as provided by 
Perturbo (full lines) and after removing interaction parameters to reduce the 
computational complexity in ATOMOS (dashed lines).

when 𝐪 is at the Γ-point. This is expected as acoustic phonons at the 
Γ-point correspond to a mere lattice displacement. However, this zero 
phonon energy results in a singularity in the phonon Green’s function 
due to both the displacement and the Bose-Einstein distribution function 
tending towards infinity for zero-energy phonons [33]. This singularity 
is negated by a zero in the deformation potential for intraband transi-
tions. The deformation potentials for the acoustic phonons in Fig. 4 (c) 
do not demonstrate such a zero as the plotted deformation potentials are 
an average over all intraband and interband transitions. Differentiating 
between interband and intraband transitions results in the deformation 
potentials shown in Fig. 5.

It can be seen that the deformation potentials in Fig. 5 demonstrate 
abrupt jumps when varying 𝐪. These jumps are related to electronic 
bands crossing at 𝐤 + 𝐪, obfuscating the difference between intraband 
and interband transitions. The discussion should therefore be limited 
for 𝐪 near the Γ-point. The intraband deformation potentials demon-
strate zeros for 6 phonon branches at the Γ-point, including for the 
3 acoustic phonon branches. The interband transitions do not demon-
strate this symmetry. However, their contribution to the self-energy is 
prohibited by energy conservation. The difference in energy between 

different electronic bands and the fact that the phonon energy is zero 
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Fig. 5. The deformation potentials for each phonon branch of MoS2 as a function 
of 𝐪 for 𝐤 at Γ as provided by Perturbo for intraband (a) and interband (b) 
transitions.

for acoustic phonons for 𝐪 at the Γ-point asserts that these transitions 
do not happen. It is thus clear that, while one could claim that the mo-
mentum dependency of the deformation potentials in Fig. 4 (c) is not 
very strong except for the LO2 phonons, the momentum dependency 
is essential for negating the singularity in the phonon Green’s function 
for intraband transitions. However, the matrix elements between Wan-
nier functions do not allow for distinguishing between intraband and 
interband transitions as every Wannier function has contributions from 
every band. Indeed, employing our approximation of the matrix ele-
ments without further consideration results in unstable simulations due 
to the singularity of the phonon Green’s function at the Γ-point. A com-
plete description including all matrix elements in (31) and (32) should 
preserve the negation of the singularity. However, including all matrix 
elements is prohibitively expensive and, in contrast to other work where 
the form of the Hamiltonian naturally provides a self-energy expression 
that negates the phonon singularity [9], it is unclear which matrix ele-
ments are essential.

A full comparison of different approximations is outside the scope of 
this work and we keep it for future research. Here, we choose to negate 
the singularity by damping the phonon Green’s function at low energies. 
This is similar to how one can resolve the divergence of the scatter-
ing rate for out-of-plane transverse acoustic mode (ZA) phonons in 2D 
materials lacking out-of-plane mirror symmetry [33]. In this approach, 
ZA phonons are stiffened for wavelengths above a certain threshold 𝜆0 . 
This threshold wavelength can be related to a threshold energy 𝐸0 as 
indicated in Fig. 4 (b). Here, we choose a threshold 𝜆0 = 1 nm, result-
ing in a value 𝐸0 = 11.83 meV, 10.26 meV and 8.77 meV for MoS2, WS2
and WSe2, respectively. Concerning the damping of the phonon Green’s 
function, we choose for the least intrusive procedure that negates the 
singularity. This is achieved by having a damping factor equal to 0 for 
ℏ𝜔 = 0 and equal to 1 for ℏ𝜔 =𝐸0. Additionally, we choose for a smooth 
transition between damped and undamped behavior, i.e., the slope of 
the damping factor was chosen to be zero at 𝐸0. These requirements 
result in the following damping scheme

𝐃≶ (𝜔)←𝐃≶ (𝜔)

(
1 −

(
1 − ℏ𝜔

)2
)

for ℏ𝜔 < 𝐸 (44)
6

𝐪⟂ 𝐪⟂ 𝐸0
0
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3.3. FFT-based implementation of the self-energy calculation

3.3.1. Premise

Despite the approximations made concerning the sparsity of the ma-
trices in (31) and (32), the evaluation of these expressions still intro-
duces a significant computational cost in the calculation. The energy 
integrals in Section 2.2 are evaluated by evaluating the Green’s function 
on an energy grid and can hence be computed in (𝑁𝐸𝑁⟂) time, where 
𝑁𝐸 denotes the number of energy points of the energy grid. Hence, (31)
and (32) also need to be evaluated 𝑁𝐸𝑁⟂ times, but a single evaluation 
itself scales as (𝑁𝐸𝑁⟂) due to the fact that the self-energies depend 
on the Green’s function at all energies and k-points. The total cost of the 
self-energy calculation thus scales as (𝑁2

𝐸
𝑁2

⟂). Indeed, for the number 
of energy grid points and k-points required to converge to a sufficiently 
accurate result, a few hundreds and about 10, respectively, the compu-
tational cost of the self-energy calculation dwarfs the cost of the Green’s 
function evaluation.

We propose an alternative to direct evaluation of (31) and (32). As 
𝐌𝜈

𝐤⟂ ,𝐪⟂
is independent of 𝜔, (31) and (32) are essentially convolutions 

of two energy dependent functions, which is expressed on a discrete 
energy grid as

Σ≶[𝑘] =
∑
𝑙

𝐺≶[𝑘− 𝑙]𝐷≶[𝑙] +𝐺≶[𝑘+ 𝑙]𝐷≷[𝑙], (45)

Π≶[𝑘] =
∑
𝑙

𝐺≶[𝑙]𝐺≷[𝑙 − 𝑘]. (46)

For the sake of clarity, we dropped the subscripts in the notation and 
the multiplications are actually tensorial products involving the 𝐌𝜈

𝐤⟂ ,𝐪⟂
matrix. However, it should be noted that this statement is entirely gen-
eral and does not rely on our simplification on the matrices 𝚺≶

𝐤⟂
, 𝚷≶

𝐪⟂ , 

𝐆≶

𝐤⟂
, 𝐃≶

𝐪⟂ and 𝐌𝜈
𝐤⟂ ,𝐪⟂

in the discussion above. (45) and (46) merely 
rewrite (31) and (32) in a more dense format compatible with discrete 
energy grids, irrespective of which approximations are introduced on 
the matrices involved.

Convolutions of series with significant kernels can be evaluated effi-
ciently by Fourier transforming both series, performing an element-wise 
multiplication and performing an inverse Fourier transform to obtain the 
final result. However, this technique requires that the energy grids on 
which the different functions are evaluated, are identical. Additionally, 
these grids are required to be equidistant. Both of these requirements 
are typically not met for (31) and (32). Shifts in energy are of no con-
sequence as the integrals in (31) and (32) do not directly depend on 
the energy. However, the range of the energy windows that the electron 
and phonon Green’s functions are evaluated on is usually also different, 
which typically results in different grid spacings. For instance, the en-
ergy window for the phonons of MoS2 is usually no larger than 65meV, 
but for the electrons the energy window can be 10 to 30 times larger 
depending on the potential in the device. Assuming an equidistant grid 
of 𝑁𝐸 = 1000 points, an ON-state simulation of the device in Fig. 3
typically results in an energy grid spacing of 1 meV for electrons and 
0.06meV for phonons. Additionally, the Green’s functions are charac-
terized by Van Hove singularities, which require a dense energy grid to 
be evaluated accurately [34]. ATOMOS applies an adaptive grid strat-
egy to locally refine the energy grid near singularities [35]. This allows 
the integrals in (38)-(41) to be evaluated efficiently and to extremely 
high accuracy without increasing the computational cost unnecessarily 
by also having a dense energy mesh where the Green’s functions are 
smooth. This adaptive grid strategy, however, also implies that the en-
ergy grids are usually not equidistant.

The obstacles of having non-equidistant grids over different energy 
window sizes could be resolved by refining the energy step size every-
where in the electron and phonon energy grid to its most refined part 
and by extending the smaller energy window, usually the phonon energy 
window, to the larger energy window size. This would, however, result 

in much higher computation times and memory requirements. The extra 
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computation time related to evaluating additional energy points could 
be reduced by linearly interpolating the Green’s functions between its 
evaluations on the nearest energy points. Indeed, interpolation is also 
used for direct evaluation of (31) and (32) [36]. The self-energy is calcu-
lated for every 𝜔 on the energy grid and uses every 𝜔′ on the energy grid. 
As the energy grids are not necessarily equal and equidistant, 𝜔 − 𝜔′, 
𝜔 + 𝜔′ and 𝜔′ − 𝜔 are not necessarily on the energy grid. However, as 
the energy grid is refined to capture all features of the Green’s functions, 
it can be assumed that the Green’s function can be obtained at these in-
termediate energies by interpolating the Green’s function between its 
neighboring energy grid points. Likewise, extending the energy grid 
for the Green’s function with the smaller energy window size is read-
ily achieved by padding with zeros.

Interpolation and padding can thus reduce the cost of evaluating the 
Green’s function on a large dense grid. However, storing these interpo-
lated and padded Green’s functions still gives rise to significant increases 
of the memory footprint and the Fourier transform and the evaluation 
of the Fourier transformed self-energies on a large dense grid still results 
in inflated computation times.

3.3.2. Difference in energy window

Let us first focus on the general difference in energy window sizes for 
the electron and phonon Green’s function. For this, we assume that both 
Green’s functions are evaluated on an equidistant grid with an equal 
number of energy points 𝑁𝐸 . As mentioned above, the difference in 
relevant energy window sizes implies that despite the equal number of 
energy points, both grids are not equal. Without loss of generality, we 
can state that the electron energy window is a factor 𝑚 larger than the 
phonon energy window, where 𝑚 can be made an integer by increasing 
either energy window slightly if necessary. The discussion above indi-
cates that generally 𝑚 ≈ 17. The conventional implementation of the 
self-energy computation is then given by Algorithm 1. The double sum 
gives rise to the quadratic time complexity. The unequal energy grids 
requires an interpolation step.

Algorithm 1 Conventional self-energy computation.
1: for k in 0..𝑁𝐸 -1 do

2: Σ≶[𝑘] ← 0
3: for l in 0..𝑁𝐸 -1 do

4: 𝐺
≶

𝑡𝑒𝑚𝑝 ← Interp(𝐺≶[⌈𝑘 − 𝑙

𝑚
⌉], 𝐺≶[⌊𝑘 − 𝑙

𝑚
⌋])

5: Σ≶[𝑘] ← Σ≶[𝑘] +𝐺
≶

𝑡𝑒𝑚𝑝𝐷
≶[𝑙]

6: 𝐺
≶

𝑡𝑒𝑚𝑝 ← Interp(𝐺≶[⌈𝑘 + 𝑙

𝑚
⌉], 𝐺≶[⌊𝑘 + 𝑙

𝑚
⌋])

7: Σ≶[𝑘] ← Σ≶[𝑘] +𝐺
≶

𝑡𝑒𝑚𝑝𝐷
≷[𝑙]

8: end for

9: Π≶[𝑘] ← 0
10: for l in 0..𝑁𝐸 -1 do

11: 𝐺
≶

𝑡𝑒𝑚𝑝 ← Interp(𝐺≷[⌈𝑙 − 𝑘

𝑚
⌉], 𝐺≶[⌊𝑙 − 𝑘

𝑚
⌋])

12: Π≶[𝑘] ←Π≶[𝑘] +𝐺≶[𝑙]𝐺≷

𝑡𝑒𝑚𝑝

13: end for

14: end for

To enable an FFT-based computation of the self-energy computation, 
the energy grids must be made equal. The electron Green’s function is 
thus interpolated 𝑚 − 1 times between every pair of evaluated energy 
points. The phonon Green’s function is extended by appending (𝑚 −
1)𝑁𝐸 zeros. This is demonstrated in Algorithm 2 and shown for the 
evaluation of the first term in (45) in a schematic way in Fig. 6 (a) for 
𝑚 = 3.

As stated above, this results in a significant increase of the memory 
footprint and the time complexity of the self-energy computation. Now, 
𝑚𝑁𝐸 instead of 𝑁𝐸 Green’s functions need to be stored. The Fourier 
transform and inverse Fourier transform is required on a grid of size 
𝑚𝑁𝐸 , having time complexity (𝑚𝑁𝐸 log(𝑚𝑁𝐸 )). The evaluation of the 
Fourier transformed self-energy has time complexity (𝑚𝑁𝐸 ), which is 
7

arguably better than (𝑁2
𝐸
) for the conventional convolution-based im-
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Algorithm 2 Naive FFT-based self-energy computation.
1: for k in 0..𝑚𝑁𝐸 − 1 do

2: 𝐺
≶

𝑖𝑛𝑡𝑒𝑟𝑝
[𝑘] ← Interp(𝐺≶[⌈ 𝑘

𝑚
⌉], 𝐺≶[⌊ 𝑘

𝑚
⌋])

3: end for

4: for k in 𝑁𝐸 ..𝑚𝑁𝐸 − 1 do

5: 𝐷≶[𝑘] ← 0
6: end for

7: 𝑔≶[𝑘] ← FFT(𝐺≶

𝑖𝑛𝑡𝑒𝑟𝑝
[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)

8: 𝑑≶[𝑘] ← FFT(𝐷≶[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)
9: for k in 1..𝑚𝑁𝐸 − 1 do

10: 𝜎≶[𝑘] ← 𝑔≶[𝑘]𝑑≶[𝑘] + 𝑔≶[𝑘]𝑑≷[−𝑘]
11: 𝜋≶[𝑘] ← 𝑔≶[𝑘]𝑔≷[−𝑘]
12: end for

13: Σ≶[𝑘] ← iFFT(𝜎≶[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)
14: Π≶[𝑘] ← iFFT(𝜋≶[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)

Fig. 6. (a) A schematic showing how the first term in the electron self-energy 
is a convolution of the phonon Green’s function and the interpolated Green’s 
function and how the interpolated Green’s function is itself a convolution of 
the original Green’s function evaluations only, 𝐺̃[𝑘], and a function 𝐼[𝑘]. (b) A 
schematic showing how 𝑔̃[𝑘], the Fourier transform of 𝐺̃[𝑘], is a repetition of 
the Fourier transform of 𝐺[𝑘] on the original electron energy mesh.

plementation, but still significant due to the tensorial product involving 
the 𝐌𝜈

𝐤⟂ ,𝐪⟂
matrix.

We can alleviate these high computational requirements by perform-
ing the interpolation of the electron Green’s function implicitly, as indi-
cated by the second part of Fig. 6 (a). The interpolated Green’s function 
can namely be written as a convolution of the original Green’s function 
evaluations with intermediate zeros for the interpolation points, which 
we’ll refer to as 𝐺̃[𝑘], and the function 𝐼[𝑘], with

𝐼[𝑘] =

{
1 − |𝑘|

𝑚
if |𝑘| <=𝑚

0 else
(47)

assuming zero-based numbering. The first term in the self-energy in (45)
is thus the result of a double convolution. The double sum in this double 
convolution can be reduced to an element-wise multiplication by Fourier 
transforming 𝐺̃[𝑘], 𝐷[𝑘] and 𝐼[𝑘] into 𝑔̃[𝑘], 𝑑[𝑘] and 𝑖[𝑘],

Σ[𝑘] =
𝑚𝑁𝐸∑
𝑙,𝑘

𝐺̃[𝑘− 𝑙 − ℎ]𝐷[𝑙]𝐼[ℎ]

=
𝑚𝑁𝐸∑
𝑙,𝑘

𝑚𝑁𝐸∑
𝑘′

1
𝑚𝑁𝐸

𝑔̃[𝑘′]𝑒−
2𝜋𝑖(𝑘−𝑙−ℎ)𝑘′

𝑚𝑁𝐸

𝑚𝑁𝐸∑
𝑙′

1
𝑚𝑁𝐸

𝑑[𝑙′]𝑒−
2𝜋𝑖𝑙𝑙′
𝑚𝑁𝐸

𝑚𝑁𝐸∑
ℎ′

1
𝑚𝑁𝐸

𝑖[ℎ′]𝑒−
2𝜋𝑖ℎℎ′
𝑚𝑁𝐸

= 1 ∑
𝑔̃[𝑘′]𝑑[𝑘′]𝑖[𝑘′]𝑒−

2𝜋𝑖𝑘𝑘′
𝑚𝑁𝐸 ,

(48)
𝑚𝑁𝐸 𝑘′
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where we used the identity

𝑚𝑁𝐸∑
𝑙

𝑒
− 2𝜋𝑖𝑙(𝑙′−𝑘′)

𝑚𝑁𝐸 =𝑚𝑁𝐸𝛿𝑙′𝑘′ . (49)

Furthermore, as denoted in Fig. 6 (b), 𝑔̃[𝑘] merely consists of rep-
etitions of 𝑔[𝑘], the Fourier transform of 𝐺[𝑘] on the original electron 
energy mesh. Additionally, the electron Green’s function is only evalu-
ated on every 𝑚’th grid point. Σ[𝑘] is therefore only required on every 
𝑚’th grid point. These considerations allow for a further simplification,

Σ[𝑚𝑘] = 1
𝑚𝑁𝐸

𝑚𝑁𝐸∑
𝑘′

𝑔̃[𝑘′]𝑑[𝑘′]𝑖[𝑘′]𝑒
−2𝜋𝑖𝑚𝑘𝑘′

𝑚𝑁𝐸

= 1
𝑚𝑁𝐸

𝑁𝐸∑
𝑘′

𝑚∑
𝑛

𝑔̃[𝑘′ + 𝑛𝑁𝐸 ]𝑑[𝑘′ + 𝑛𝑁𝐸 ]𝑖[𝑘′ + 𝑛𝑁𝐸 ]𝑒
−2𝜋𝑖𝑘𝑘′

𝑁𝐸

= 1
𝑁𝐸

𝑁𝐸∑
𝑘′

𝑔̃[𝑘′]𝑑[𝑘′]𝑒
−2𝜋𝑖𝑘𝑘′

𝑁𝐸 ,

(50)

with

𝑑[𝑘′] = 1
𝑚

𝑚∑
𝑛

𝑑[𝑘′ + 𝑛𝑁𝐸 ]𝑖[𝑘′ + 𝑛𝑁𝐸 ]. (51)

The final line in (50) indicates that the first-term contribution to 
the electron self-energy in (45) can be computed as the inverse Fourier 
transform of a series of 𝑁𝐸 elements. These 𝑁𝐸 elements are the result 
of a product between the first 𝑁𝐸 terms of 𝑔̃[𝑘], which can be obtained 
by Fourier transforming the original electron Green’s function evalua-
tions on a grid of 𝑁𝐸 energy points, and a modified Fourier transformed 
phonon Green’s function 𝑑[𝑘]. We have thus bypassed having to store 
and Fourier transform 𝑚𝑁𝐸 electron Green’s function as storage and 
Fourier transformation of 𝑁𝐸 electron Green’s functions is sufficient. 
Additionally, the expensive tensorial product involving the 𝐌𝜈

𝐤⟂ ,𝐪⟂
ma-

trix only has to be performed 𝑁𝐸 times instead of 𝑚𝑁𝐸 times, albeit 
with a modified Fourier transformed phonon Green’s function 𝑑[𝑘].

Computing 𝑑[𝑘] still involves 𝑚𝑁𝐸 multiplications, as indicated by 
(51). Additionally, obtaining the required 𝑑[𝑘] and 𝑖[𝑘] involves two 
Fourier transforms on a grid with 𝑚𝑁𝐸 points, once for 𝐷[𝑘] and once 
for 𝐼[𝑘]. However, the 𝑚𝑁𝐸 multiplications in (51) are regular multi-
plications instead of expensive tensorial products as the values of 𝑖[𝑘]
are mere numbers. Likewise, the computational cost of Fourier trans-
forming and storing 𝐼[𝑘] is negligible due to the series consisting of 
mere numbers instead of Green’s functions for a complete device. The 
only significant computational cost inflated by a factor 𝑚 is therefore 
the Fourier transformation and storage of a phonon Green’s function 
padded with zeros to a size of 𝑚𝑁𝐸 . Note, however, that 𝑑[𝑘] is never 
used directly, but only to compute 𝑑[𝑘], which has only 𝑁𝐸 entries. As 
(51) involves regular multiplications, this can be done separately for ev-
ery matrix element of 𝑑[𝑘]. One can thus consider every matrix element 
𝐷𝑖,𝑗 [𝑘] separately, pad it with zeros, Fourier transform it to 𝑑𝑖,𝑗 [𝑘], and 
use it to compute 𝑑𝑖,𝑗 [𝑘], before continuing to the next matrix element. 
There is therefore never a need to store 𝑚𝑁𝐸 complete Green’s function 
matrices, implying that the memory footprint also need not be inflated 
by the factor 𝑚. The only increase in computational cost by having dif-
ferent energy windows is due to the fact that Fourier transforms of the 
phonon Green’s function have to be performed on a grid with 𝑚𝑁𝐸 en-
ergy points.

This discussion is entirely general and can readily be extended to the 
second-term contribution to the electron self-energy in (45). The result 
is

Σ≶[𝑘] = 1
𝑁𝐸

𝑁𝐸∑
𝑘′

(
𝑔̃≶[𝑘′]𝑑≶[𝑘′] + 𝑔̃≶[𝑘′]𝑑≷[−𝑘′]

)
𝑒
−2𝜋𝑖𝑘𝑘′

𝑁𝐸 , (52)
8

where 𝑘 is an index on the original electron energy mesh.
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A similar approach is possible for the phonon self-energy. (46)
contains the electron Green’s function twice. In the direct evaluation 
scheme, 𝐺[𝑙] corresponds to values on the original electron mesh and 
only 𝐺[𝑙 − 𝑘] is interpolated,

Π[𝑘] =
𝑚𝑁𝐸∑
𝑙,𝑛

𝐺̃[𝑙]𝐺̃[𝑙 − 𝑘− 𝑛]𝐼[𝑛]. (53)

This, however, treats the two electron Green’s functions asymmetri-
cally. Alternatively, one can interpolate both electron Green’s functions 
on the refined mesh,

Π[𝑘] = 1
𝑚

𝑚𝑁𝐸∑
𝑙,ℎ,𝑛

𝐺̃[𝑙 − ℎ]𝐺̃[𝑙 − 𝑘− 𝑛]𝐼[ℎ]𝐼[𝑛]. (54)

The resulting expressions are

Π≶[𝑘] = 1
𝑚𝑁𝐸

𝑚𝑁𝐸∑
𝑘′

(
𝑔̃≶[𝑘′]𝑔̃≷[−𝑘′]𝑖[𝑘′]

)
𝑒
−2𝜋𝑖𝑘𝑘′

𝑁𝐸 , (55)

and

Π≶[𝑘] = 1
𝑚2𝑁𝐸

𝑚𝑁𝐸∑
𝑘′

(
𝑔̃≶[𝑘′]𝑔̃≷[−𝑘′]𝑖[𝑘′]2

)
𝑒
−2𝜋𝑖𝑘𝑘′

𝑁𝐸 , (56)

respectively.
As discussed above, the required functions 𝑔̃[𝑘] can be obtained with 

a Fourier transform of the original electron Green’s function on an en-
ergy grid of size 𝑁𝐸 . The expressions in (55) and (56) express a need 
for expensive tensorial products involving the 𝐌𝜈

𝐤⟂ ,𝐪⟂
matrix on a grid 

with size 𝑚𝑁𝐸 . 𝑔̃[𝑘] is, however, periodic and only has 𝑁𝐸 different 
entries. This implies that the expensive product will also only have 𝑁𝐸

different entries and, hence, only needs to be computed 𝑁𝐸 times.
𝑖[𝑘] is not periodic and the multiplication with 𝑖[𝑘] needs to be per-

formed 𝑚𝑁𝐸 times, but since 𝑖[𝑘] is a number, this multiplication is not 
expensive. The result of the multiplication with 𝑖[𝑘] needs to be stored 
and Fourier transformed to the phonon self-energy on an energy grid 
of 𝑚𝑁𝐸 points. Similarly to the creation of 𝑑[𝑘], this can be done for 
each matrix element separately. One can thus first compute the 𝑁𝐸 en-
tries of 𝜋̃[𝑘] = 𝑔≶[𝑘]𝑔≷[−𝑘], consider a series of single matrix elements 
𝜋̃𝑖,𝑗 [𝑘], transform it to a grid of size 𝑚𝑁𝐸 by periodically multiplying it 
with 𝑖[𝑘], Fourier transform the result to Π𝑖,𝑗 [𝑘] and remove all but the 
first 𝑁𝐸 entries before continuing to the next matrix element. This last 
step is allowed as the phonon Green’s function is only evaluated on the 
first 𝑁𝐸 grid points of the dense large mesh. There is therefore never a 
need to store 𝑚𝑁𝐸 complete self-energy matrices, confirming that the 
memory footprint need not be inflated by the factor 𝑚.

The considerations above are summarized in Algorithm 3, demon-
strating that for equidistant grids, an efficient FFT-based calculation of 
the self-energies is possible, even when the electron and phonon energy 
mesh have significantly different ranges. We would like to note that 
none of these considerations depend on our simplifications of the ma-
trices 𝚺≶

𝐤⟂
, 𝚷≶

𝐪⟂ , 𝐆≶

𝐤⟂
, 𝐃≶

𝐪⟂ and 𝐌𝜈
𝐤⟂ ,𝐪⟂

in the discussion in Section 3.2. 
The assumed sparsity of these matrices does allow for a cheaper evalu-
ation of the involved tensorial products, but otherwise has no effect on 
the analysis in this section.

Some additional considerations must be made, however. As a linear 
convolution is desired, both the electron and phonon Green’s function 
must be padded to avoid a cyclic convolution. Additionally, this discus-
sion is entirely general for the convolution of interpolated functions and 
need not be limited to the specific case of electron and phonon Green’s 
functions and self-energies. The computation of Σ≶[𝑘] from 𝐷≶[𝑘] and 
𝐺≶[𝑘] in Algorithm 3 is readily extended to the case of obtaining a 
coarse grid convolution of a function evaluated on a dense grid and 
a function evaluated on the coarse grid and interpolated to the dense 
grid. Likewise, the computation of Π≶[𝑘] from 𝐺≶[𝑘] and 𝐺≷[𝑘] in 

Algorithm 3 is readily extended to the case of obtaining a dense grid 
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Algorithm 3 Final FFT-based self-energy computation.

1: 𝑔≶[𝑘] ← FFT(𝐺≶[𝑘]) (𝑘 = 0..𝑁𝐸 − 1)
2: 𝑖[𝑘] ← FFT(𝐼[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)
3: for i,j in 0..𝑁𝑑𝑜𝑓 − 1 do

4: for k in 𝑁𝐸 ..𝑚𝑁𝐸 − 1 do

5: 𝐷
≶

𝑖,𝑗
[𝑘] ← 0

6: end for

7: 𝑑
≶

𝑖,𝑗
[𝑘] ← FFT(𝐷≶

𝑖,𝑗
[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)

8: for k in 0..𝑁𝐸 − 1 do

9: 𝑑
≶

𝑖,𝑗
[𝑘] ← 0

10: for n in 0..𝑚 − 1 do

11: 𝑑
≶

𝑖,𝑗
[𝑘] ← 𝑑

≶

𝑖,𝑗
[𝑘] + 𝑑

≶

𝑖,𝑗
[𝑘+𝑛𝑁𝐸 ]𝑖[𝑘+𝑛𝑁𝐸 ]

𝑚
12: end for

13: end for

14: end for

15: for k in 0..𝑁𝐸 − 1 do

16: 𝜎≶[𝑘] ← 𝑔≶[𝑘]𝑑≶[𝑘] + 𝑔≶[𝑘]𝑑≷[−𝑘]
17: 𝜋̃≶[𝑘] ← 𝑔≶[𝑘]𝑔≷[−𝑘]
18: end for

19: Σ≶[𝑘] ← iFFT(𝜎≶[𝑘]) (𝑘 = 0..𝑁𝐸 − 1)
20: for i,j in 0..𝑁𝑑𝑜𝑓 − 1 do

21: for k in 0..𝑁𝐸 − 1 do

22: for n in 0..𝑚 − 1 do

23: 𝜋
≶

𝑖,𝑗
[𝑘 + 𝑛𝑁𝐸 ] ← 𝜋̃

≶

𝑖,𝑗
[𝑘]𝑖[𝑘 + 𝑛𝑁𝐸 ]

24: end for

25: end for

26: Π≶

𝑖,𝑗
[𝑘] ← iFFT(𝜋≶

𝑖,𝑗
[𝑘]) (𝑘 = 0..𝑚𝑁𝐸 − 1)

27: end for

Fig. 7. Calculation of the self-energy for a toy-problem set of Green’s functions. 
(a) shows an exemplary electron Green’s function, its adaptive grid evalua-
tions and the function interpolating these adaptive grid evaluations. (b) shows 
the phonon Green’s function and (c) shows the convolution according to (45), 
both for the exact electron Green’s function and the function interpolating the 
adaptive grid evaluations. Finally, it also shows the effect of interpolating the 
self-energy grid on an equidistant grid instead of direct evaluation on interme-
diate points.

convolution of two functions that are evaluated on a much coarser grid 
but interpolated on the dense grid for the convolution. Finally, during 
Fourier transformation of the energy mesh, Green’s function entries of 
vastly different size are mixed, e.g., the electron Green’s function in the 
band gap is mixed with the Green’s function in the conduction band for 
an n-type transistor. After self-energy calculation and inverse Fourier 
transformation, the self-energy in the band gap will thus have a ma-
chine precision error relative to the self-energy in the conduction band, 
which can be many orders of magnitude higher than the self-energy in 
the band gap. We will refer to this error on the self-energy as the energy 
9

mixing error.
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3.3.3. Non-equidistant grids

The limitation concerning non-equidistant energy grids is not re-
solved as readily. A possible solution is to abandon the adaptive grid 
strategy and apply a globally dense equidistant energy grid. However, it 
is shown in Appendix D that even for a relatively fine equidistant grid of 
𝑁𝐸 = 1000 grid points per k-point, the adaptive grid still tends to add a 
considerable number of additional points, implying that the integration 
error would otherwise still be significant. This result might be slightly 
inflated by the fact that it is based on ballistic data and that electron-
phonon scattering tends to partially smoothen out the very sharp van 
Hove singularities. However, according to the authors’ experience, even 
with electron-phonon scattering, the number of adaptively added grid 
points can be significant. Additionally, we would like to employ the full 
power of ATOMOS’ adaptive grid strategy for optimal computational ef-
ficiency. We thus investigate the influence of using the full adaptive grid 
for the Green’s function evaluations, while using an equidistant grid for 
the self-energy computation in order to enable the FFT-based implemen-
tation.

Fig. 7 shows an example of a non-equidistant energy grid being used 
to resolve two peaks in the electron Green’s function. The function in-
terpolating the adaptive grid evaluations is nearly superimposed on the 
function itself. The phonon Green’s function has a significantly smaller 
energy window of relevance and is sampled on a dense grid, which is 
appended with zeros. The convolution of the two according to (45), ef-
fectively results in a smoothing of the electron Green’s function. The 
results for the exact electron Green’s function and the function inter-
polating the adaptive grid points are nearly identical. However, Fig. 7
shows that even if a methodology based on an equidistant grid could re-
produce these results, an error will still be introduced as the results are 
only obtained on this equidistant grid. For intermediate points, inter-
polation of the self-energy is required, which does not properly capture 
the features of the self-energy at all energies. We will refer to this error 
as the self-energy interpolation error.

Additionally, when an equidistant grid is used instead of an adaptive 
grid, the computation of the self-energy is usually susceptible to errors, 
even on the equidistant grid points itself. This is illustrated in Fig. 8. 
Two strategies for reduction of the adaptive grid to an equidistant grid 
are shown. The first approach merely leaves out any grid refinements in 
the adaptive grid. The effect is that the total mass of certain peaks can 
be overestimated, underestimated, or even completely missed, with the 
corresponding effect on the self-energy. The second approach divides 
the energy window in sections, one for each equidistant grid point. The 
Green’s function of each section is determined as the weighted average 
of the evaluations on the adaptive grid points in that section. This better 
preserves the total mass of features in the Green’s function, and hence, 
the self-energy. However, the shapes of features in the energy profile 
of the self-energy are altered. We will refer to the error introduced by 
converting the Green’s function evaluations on an adaptive grid to an 
equidistant grid, as the Green’s function conversion error.

The influence of these three types of errors, the energy mixing error, 
the self-energy interpolation error and the Green’s function conversion 
error, on macroscopic properties such as the current, heat current and 
charge, are the focus of Section 4.1.

4. Model testing

4.1. Error estimate of FFT-based self-energy calculation

In Section 3, we introduced definitions for different types of errors 
made by the approximations in the FFT-based self-energy calculation. 
They are summarized here as

• The energy mixing error, arising during Fourier transformation be-
cause the Green’s function at all energies in the energy window are 
mixed. Some of these entries are orders of magnitude larger than 

others. Machine precision errors on a large-value Green’s function, 
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Fig. 8. The effect on the self-energy of using an electron Green’s function ap-
proximation interpolating an equidistant mesh. The equidistant mesh can be 
achieved by leaving out any intermediate adaptive grid points (a) or by averag-
ing the nearest adaptive grid points (c). The effects on the self-energy are shown 
in (b) and (d), respectively.

e.g., at the bottom of the conduction band, thus result in large rel-
ative errors on small-value Green’s functions, e.g., in the middle of 
the band gap. The same is true for the self-energies during the in-
verse Fourier transformation. In the conventional implementation 
of (31) and (32), the Green’s functions are only mixed with entries 
relatively close in energy due to the limited energy window of the 
phonon Green’s function. In the FFT-based implementation, all en-
ergies are mixed, which can amplify this error.

• The self-energy interpolation error, arising because the self-energy 
computed by the FFT-based implementation is only provided on an 
equidistant grid. The adaptive grid also requires the self-energy on 
intermediate points, which are obtained by interpolation.

• The Green’s function conversion error, arising because the Green’s 
function evaluations on a non-equidistant adaptive grid need to be 
converted to an equidistant grid for Fourier transformation. Fig. 8
showed two ways of achieving this: either by leaving out any evalu-
ations on adaptively added grid points or by averaging the adaptive 
grid evaluations.

These errors have to be compared with the integration error, in-
troduced by performing the integral in (38)-(41) using a finite set of 
integration points. An estimate of this integration error can be obtained 
by comparing the obtained results with the results for a strongly refined 
energy grid. The integration error is not related to the FFT-based im-
plementation of the self-energy calculation, but is always present, even 
with ATOMOS’ adaptive grid. Additionally, an estimate of the integra-
tion error determines how the adaptive grid is refined. ATOMOS starts 
from an initial equidistant grid, which is then further refined in order to 
reduce the error below a certain threshold. Here, we impose a relative 
error threshold of at most 1% on certain macroscopic parameters such 
as the electron current, phonon heat current and electronic charge den-
sity. However, a minimal initial grid density is required for the adaptive 
grid refinement to work. We show in Appendix D that this minimal ini-
tial grid density corresponds to ∼100 equidistant initial grid points. We 
also show that a significantly denser equidistant grid is required if we 
desire the errors introduced by the FFT-based computation to be of the 
same magnitude as the imposed threshold.

The energy mixing error is several orders of magnitude smaller than 
the integration error for all energy grid densities. The self-energy in-
terpolation error and the Green’s function conversion error require an 
equidistant grid of ∼1000 and ∼500 grid points, respectively, to achieve 
a relative error of 1% on the macroscopic electronic parameters. Addi-
tionally, the “averaged” approach should be used to convert the Green’s 
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functions on the non-equidistant grid to an equidistant grid. Finally, 
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even for the rather dense initial equidistant grid of ∼1000 grid points, 
an error of several percent can be present on the phonon heat current.

This error of several percent on the phonon heat current is due to the 
Green’s function conversion error creating phonons at slightly shifted 
energies. It can be seen from Fig. 8, that the “leave-out” approach has the 
tendency to locally over- and underestimate the self-energy as a func-
tion of energy and that the “averaged” approach has the tendency to 
get the total mass of the self-energy correct, but that the mass is shifted 
slightly in energy. The self-energy is the cause of the creation and anni-
hilation of particles. The total mass of the self-energy thus determines 
how many particles are injected and removed. The “averaged” approach 
therefore achieves a correct number of particles that are injected and 
removed. Indeed, it was verified that the number of phonons at 1000 
initial equidistant grid points was not altered more than 1% by the “av-
eraged” approach. The particles are, however, created at slightly shifted 
energy. Since both the electron and phonon self-energy depend on the 
electron Green’s function, the shift in energy is at most the equidistant 
energy grid spacing for the electrons, i.e., usually 1meV as stated above. 
Such a shift does not have a large effect on the electronic macroscopic 
parameters such as the current and the charge, especially since the elec-
tron current and electron charge do not depend on the energy of the 
electrons. Hence, introducing electrons at a slightly wrong energy has 
no direct influence on the computed electronic properties. For phonons, 
the energy shift is much more significant as 1meV corresponds to a more 
significant part of the phonon energy window. Additionally, the phonon 
heat current does depend directly on the phonon energy. Hence, intro-
ducing phonons at a slightly wrong energy has a much stronger influence 
on the related computed property. We would like to note, however, that 
electronic scattering depends on the number of phonons, which is cor-
rect, and that the shift in energy is small compared to the features in 
the electronic Green’s functions. This implies that the effect on the elec-
tron scattering will be small, which is the main interest in our research 
on the self-heating.

4.2. Computation time reduction by FFT-based self-energy calculation

In Section 4.1, it was shown that the self-energy can be computed us-
ing an FFT-based implementation at the cost of increasing the number of 
initial grid points, from ∼100 to ∼1000, and introducing a 1% error on 
the electronic output parameters of the device and a few percent error on 
the heat current. Note that this tenfold increase of the number of initial 
grid points does not give rise to a tenfold increase of the Green’s function 
computation time. As shown in Appendix D, the number of adaptively 
added points does not increase accordingly or even decreases. Timing 
tests on a single Intel Xeon Gold 6132 processor showed an increase of 
the computation time by only 60% by this tenfold increase of the ini-
tial of the initial grid. The reduction in the computation time of the 
self-energy is, however, significant, as shown in Fig. 9.

Fig. 9 (a) shows the computation time to compute the self-energies 
using the conventional convolution-based implementation for a single 
non-self-consistent iteration on a single Intel Xeon Gold 6132 processor. 
Note that no quadratic dependency can be observed as the computation 
time depends on the total number of grid points, which is not linearly 
dependent on the number of initial grid points. The computation time 
is dominated by the electron self-energy as this depends on the phonon 
Green’s function, which is characterized by more grid points than the 
electron Green’s function.

Fig. 9 (b) shows the computation time for the self-energies using the 
FFT-based implementation. The computation of the Fourier transformed 
self-energies scales linearly with the number of equidistant initial grid 
points, as expected. The averaging approach to convert the adaptive grid 
to an equidistant grid scales slower than linearly as it scales with the 
number of adaptive grid points. The majority of the computation time 
is related to the Fourier transform and the inverse Fourier transform, 
which scales as (𝑁𝐸 log𝑁𝐸 ). Note that, despite the higher required 

initial grid size of ∼1000 energy points, the total computation time is 
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Fig. 9. The computation time of calculating the self-energies for a single non-
self-consistent iteration of the system in Section 3.2 as a function of the number 
of initial equidistant grid energy points. (a) and (b) show the computation times 
for the conventional convolution-based implementation and the FFT-based im-
plementation, respectively. The dotted lines indicate the required number of 
initial energy grid points for an estimated relative error of 1% on the electronic 
properties.

still significantly lower than for the conventional implementation with 
∼100 initial grid points, differing by a factor of ∼500.

With the conventional implementation, the self-energy computation 
takes 98% of the total computation time for a single Born iteration, when 
performed on a single processor. With the FFT-based implementation, 
this reduces to 9%. Additionally, the Fourier transform computation 
time scales linearly with the number of k-points and the computation 
can be done in parallel for every degree of freedom of the system, i.e., 
for the Green’s function on every orbital or atom. The FFT-based imple-
mentation thus readily allows for an increase of the number of k-points 
or parallelization of the self-energy calculation. Also the computation 
of the Fourier transformed self-energies can be parallelized more easily 
than the conventional convolution-based self-energy calculation. As can 
be seen from (52) and (55), the Fourier transformed self-energy at grid 
point 𝑘′ only depends on the Fourier transformed Green’s functions on 
grid points 𝑘′ and −𝑘′, in contrast to the conventional convolution-based 
computation, which requires the Green’s functions on every grid point. 
Parallelization of the FFT-based self-energy computation thus requires 
at most a doubling of the memory requirements, whereas for the con-
ventional convolution-based implementation, the memory requirements 
scale with the number of cores. Fig. 10 shows the parallel efficiency of 
our parallel implementation for a single non-self-consistent self-energy 
calculation as a function of the number of cores for the FFT-based im-
plementation, where the parallel efficiency is defined as

Efficiency(𝑁) = Time on 1 core
𝑁 ⋅ Time on 𝑁cores

. (57)

4.3. Choice of phonon self-energy interpolation scheme

In the FFT-based self-energy computation, there are two choices for 
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the interpolation scheme of the electron Green’s function during the 
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Fig. 10. The parallel efficiency of calculating the self-energies as a function 
of the number of cores for a single non-self-consistent iteration of the system in 
Section 3.2 with a parallelized FFT-based implementation with 1000 equidistant 
grid points.

Fig. 11. The relative difference between the phonon heat currents computed 
with (55) and (56) for the system in Section 3.2 as a function of the number of 
initial equidistant grid energy points.

calculation of the phonon self-energy, corresponding to (55) and (56), 
respectively. In the discussion above, (55) was used in all simulations 
with the FFT-based implementation. This choice was not well-founded. 
However, Fig. 11 demonstrates that the difference between these two 
choices is significantly lower than the equidistant-grid errors discussed 
above.

5. Self-consistent coupled electron phonon transport in a device

The discussion in Section 4 showed that the FFT-based self-energy 
computation can provide an efficient way to perform fully coupled trans-
port simulations. We now extend that discussion to more than a single 
Born iteration. The number of Born iterations that is required to achieve 
a converged current, charge and phonon heat current as well as current 
conservation in the channel depends on the gate voltage, but on aver-
age 150 Born iterations were required for each bias point, which would 
make the conventional convolution-based implementation exceedingly 
expensive. The resulting electron local density of states and current and 
phonon heat current spectra for a converged simulation of the MoS2
device in Section 3.2 are given in Fig. 12. Fig. 12 (a) shows the elec-
tron density of states as a function of the position in the device, nicely 
demonstrating the variation of the bottom of the conduction band with 
the potential. Fig. 12 (b) shows the electron current spectrum. It can be 
seen that the current behaves quasi-ballistic until it reaches the drain 
extension region. The availability of lower-energy states then allows 
for heat dissipation as the electrons lose energy to generate additional 
phonons. This is confirmed by the phonon heat current spectrum in 
Fig. 12 (c). Phonons are generated in the drain extension region and 
travel away in both directions. Peaks in the phonon heat current can be 

distinguished, which are attributed to peaks in the phonon density of 
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Fig. 12. The electron local density of states (a), the electron current spectrum 
(b) and the phonon heat current spectrum (c) for a converged simulation of the 
system in Section 3.2. The spectra are given as a function of energy and the 
position along the transport direction. The red line in the electron local density 
of states and current spectrum denotes the bottom of the conduction band. The 
cyan line in the phonon heat current spectrum denotes the phonon density of 
states.

Fig. 13. The heat related to the phonon Green’s function for a converged fully 
coupled simulation of the system in Section 3.2, and a converged dissipative sim-
ulation with phonons kept in equilibrium. Both curves are given as a function 
of the position along the transport direction and are normalized by the equilib-

Fig. 14. The source-drain current for converged simulations of the system in 
Section 3.2 as a function of the gate potential. The current is shown for the bal-
listic case, the case with scattering by phonons in equilibrium, the fully coupled 
case and a reference case to validate our model.

states, which is uniform throughout the device as it is not influenced by 
potential variations. Fig. 13 compares this heat generation with a simu-
lation with equilibrium phonons. The heat of the equilibrium phonons 
is, as expected, independent of the position. Compared to the equilib-
rium phonon case, the heat of the fully coupled simulation is higher 
everywhere in the device. It reaches a maximum in the drain extension 
region, where the phonons are generated, and decreases further away.

The source-drain current as a function of the gate bias is shown in 
Fig. 14. Four curves can be distinguished: the results for a ballistic sim-
ulation, where the electron self-energy is kept at zero, a simulation with 
electron-phonon scattering with phonons at equilibrium, achieved by 
computing the electron self-energy but keeping the phonon self-energy 
at zero, and a fully-coupled simulation, where both the electron and 
phonon self-energy are computed. The fourth curve corresponds to a 
reference simulation based on an established model used in previous 
work [6], but adapted to our device geometry and bias conditions. This 
established model is based on phonons in equilibrium with a fixed tem-
perature and can, hence, not be extended to incorporate self-heating. 
However, the model does not make use of the approximations on the 
matrix elements discussed in Section 3.2. It can therefore act as a refer-
ence for our simulation with electron-phonon scattering with phonons 
at equilibrium and validate the approximations that we made. It is seen 
in Fig. 14 that the influence of scattering on the subthreshold regime is 
limited. The ON-state current, however, is reduced by 66%, consistent 
with the conclusions from previous work that electron-phonon scatter-
ing should be incorporated to correctly predict the device performance. 
Additionally, the results for our model with electron-phonon scatter-
ing with phonons at equilibrium are nearly superimposed on the results 
of the reference simulation. We interpret this as an indication that our 
model is qualitatively correct and that rescaling of the matrix elements 
and damping of the phonon Green’s function correctly compensates for 
neglecting the long-range interactions. Finally, the results for a fully cou-
pled simulation and a simulation with equilibrium phonons are nearly 
identical, differing by a mere 6% in the ON-state current. For the MoS2-
based device of Section 3.2, self-heating effects thus have negligible 
influence on the device performance.

Similar device simulations for WS2 and WSe2-based devices give 
slightly different results, as shown in Fig. 15. Fig. 15 (a) shows the results 
for the 𝑐-factors computed in Section 3.2. While qualitatively similar 
behavior is observed, the results do not match equally well with the ref-
erence simulation as for the MoS2 case. Additionally, the influence of 
self-heating is more pronounced for these materials and WSe2 demon-
strates a slightly stronger influence of the effect of electron-phonon scat-
tering altogether. For WS2, incorporating electron-phonon scattering 
results in a decrease of the ON-state current of 66% and incorporating 
self-heating decreases it further with 16%. For WSe2 , electron-phonon 
scattering degrades the ON-state current with 82% and self-heating de-
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rium phonon heat in the middle of the device.
 creases it further with 32%. In both cases, the additional degradation 
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Fig. 15. The source-drain current in ON-state for devices based on the system in 
Section 3.2 for MoS2, WS2 and WSe2. The current is shown for the ballistic case, 
the case with scattering by phonons in equilibrium and the fully coupled case 
and a reference simulation. (a) shows the results for the values of 𝑐 computed 
in Section 3.2. (b) shows the results for values of 𝑐 obtained to ensure matching 
results between the equilibrium phonon case and the reference simulation.

by self-heating appears to be on the order of the mismatch with the ref-
erence simulation, which makes it difficult to interpret whether these 
predicted self-heating effects are accurate. We therefore performed a 
second set of simulations with fitted 𝑐-factors in order to ensure match-
ing results with the reference simulation, based on the principles used 
to compensate for neglecting off-diagonal elements in previous work 
[32]. The values found for WS2 and WSe2 are 𝑐 = 6.7327 and 4.9643, 
respectively. The results are shown in Fig. 15 (b). In this case, for WS2, 
incorporating electron-phonon scattering results in a decrease of the ON-
state current of 60% and incorporating self-heating decreases it further 
with 11%. For WSe2, electron-phonon scattering degrades the ON-state 
current with 71% and self-heating decreases it further with 29%. As 
expected, both the direct effect of electron-phonon scattering, as well 
as the effect of self-heating is reduced for the lower values of 𝑐. The 
self-heating effects are, however, still more pronounced for WS2 and es-
pecially for WSe2 than for MoS2.

A proper investigation of the approximations made in this work by 
neglecting long-range interactions might be useful. A comparison of sim-
ulations with different levels of approximations in the matrix elements 
would be exceedingly expensive with the conventional convolution-
based method of computing the self-energy, but might be feasible with 
the FFT-based implementation introduced in this work. This is never-
theless considered outside the scope of this work and we leave it for 
future work. Here, we limit ourselves to the observation that the effect 
of room-temperature phonons clearly dominates the device performance 
in all cases and neglecting self-heating effects does give a qualitatively 
correct description. In some cases, such as for WSe2, the effect of self-
heating is not completely negligible and should be included if a highly 
accurate prediction of the device performance is required.

It should be noted that Fig. 12 (a) shows that the electrons are not 
fully thermalized, despite the elongated drain extension region. This is 
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also in line with previous work on scattering with equilibrium phonons. 
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To achieve full thermalization, a significantly longer drain extension 
region is required. However, we feel that this would make the device ge-
ometry deviate too much from realistic devices. The conclusions would, 
hence, not be appropriate to assess the device performance in realistic 
devices. A consequence of non-thermalized carriers is that the remain-
ing heat is lost in the metal leads. This thermalization in the leads can 
give rise to increases in the temperature, corresponding to a globally 
larger phonon population, which can affect device performances. A full 
incorporation of the metal contacts and the computation of a global tem-
perature increase is, however, outside the scope of this work. Here, we 
focused on the presence of local hotspots near the channel region.

6. Conclusion and future work

In this work, we showed how real space matrix elements provided 
by readily available codes such as QUANTUM ESPRESSO and Perturbo 
can be used to perform fully coupled electron-phonon transport simu-
lations using NEGF. Additionally, we showed how the computationally 
demanding self-energy calculation step can be made significantly more 
efficient by using an FFT-based implementation. For a serial compu-
tation, a ∼500 times speedup for the self-energy calculation step was 
achieved by using this FFT-based implementation, going from 98% of 
the total computation time to a mere 9%. Additionally, we showed that 
the FFT-based implementation is readily parallelized, without the sig-
nificant additional memory requirements coming with parallelization 
of the conventional convolution-based implementation.

For equidistant energy grids, the error introduced by this FFT-based 
implementation is limited to an energy mixing error, which is predicted 
to be multiple orders smaller than the integration error. For adaptive 
non-equidistant energy grids, the relative error on macroscopic elec-
tronic properties, such as the charge density and current, can be made 
less than 1% while the error on the heat current in the device can be 
limited to a few percent.

Additionally, our simulations confirm that including scattering by 
electron-phonon interactions is important to correctly predict the de-
vice performance of devices based on 2D materials. The influence of 
self-heating effects is less pronounced in comparison and can be ne-
glected for MoS2-based devices. Devices based on WS2, and especially 
devices based on WSe2 demonstrate a slightly stronger susceptibility to 
the incorporation of self-heating effects. This conclusion is focused on 
hotspots near the channel region and is, hence, based on the fact that 
further thermalization of electrons in the metallic leads does not intro-
duce significant heating effects as the metal leads were not included in 
our simulations.

Finally, the simulations in this work rely on approximations con-
cerning the self-energy computation. Certain electron-phonon matrix 
elements and Green’s function elements were neglected to reduce the 
significant computational cost of the full self-energy computation. To 
compensate for this, the remaining electron-phonon matrix elements 
were rescaled and the phonon Green’s function was damped at low 
energies. Our simulations result in qualitatively similar device behav-
ior compared to a reference model based on the literature, validating 
these approximations. However, some discrepancies are found and fur-
ther research on these approximations could be of interest. An exact 
self-energy calculation, using all electron-phonon matrix elements and 
Green’s function elements, is prohibitively expensive with the conven-
tional convolution-based implementation. The FFT-based implementa-
tion could, however, provide a means to estimate the influence of these 
currently neglected elements.
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Appendix A. Reciprocal-real space transformations

We elaborate on the different reciprocal-real space and real-mixed 
space transformations of Section 2.1. The reciprocal-real space transfor-
mation of the electron creation operator in (2), repeated here for the 
sake of clarity,

𝑐
†
𝐑𝑒𝑚

= 1√
𝑁𝑒

∑
𝑛𝐤

𝑒−𝑖𝐤⋅𝐑𝑒𝑈𝑛𝑚,𝐤𝑐
†
𝐤𝑛, (A.1)

can be derived from the fact that

|𝑛𝐤⟩ = 𝑐
†
𝐤𝑛 |0⟩ , (A.2)|𝑚𝐑𝑒⟩ = 𝑐
†
𝐑𝑒𝑚

|0⟩ , (A.3)

and that

|𝑚𝐑𝑒⟩ = 1√
𝑁𝑒

∑
𝑛𝐤

𝑒−𝑖𝐤⋅𝐑𝑒𝑈𝑛𝑚,𝐤 |𝑛𝐤⟩ . (A.4)

Note that the normalization convention is different than the ones in 
Ref. [17,16]. The states |𝑛𝐤⟩ and |𝑚𝐑𝑒⟩ are normalized over all of space. 
This is required to let both 𝑐†𝐤𝑛 and 𝑐†𝐑𝑒𝑚

be proper creation operators. 
Taking the Hermitian conjugate of (2), we namely find the transforma-
tion expression of the electron annihilation operators,

𝑐𝐑𝑒𝑚
= 1√

𝑁𝑒

∑
𝑛𝐤

𝑒𝑖𝐤⋅𝐑𝑒𝑈
†
𝑚𝑛,𝐤𝑐𝐤𝑛. (A.5)

For these operators to be proper creation and annihilation operators, 
they need to obey the anticommutation relations,

{𝑐𝐤𝑛, 𝑐
†
𝐤′𝑛′ } = 𝛿𝑛,𝑛′𝛿𝐤,𝐤′ ,

{𝑐†𝐤𝑛, 𝑐
†
𝐤′𝑛′ } = {𝑐𝐤𝑛, 𝑐𝐤′𝑛′ } = 0,

{𝑐𝐑𝑒𝑚
, 𝑐

†
𝐑′

𝑒𝑚
′ } = 𝛿𝑚,𝑚′𝛿𝐑𝑒,𝐑′

𝑒
,

{𝑐†𝐑𝑒𝑚
, 𝑐

†
𝐑′

𝑒𝑚
′ } = {𝑐𝐑𝑒𝑚

, 𝑐𝐑′
𝑒𝑚

′ } = 0.

(A.6)

This is only true for both the reciprocal and real space operators for 
the normalization convention of (A.1).

In a similar fashion, the reciprocal-real space transformation for the 
phonon operators can be found as

𝑎̂
†
𝐑𝑝𝜅𝛼

= 1√
𝑁𝑝

∑
𝜈𝐪

𝑒−𝑖𝐪⋅𝐑𝑝 𝑒∗
𝜅𝛼𝜈,𝐪𝑎̂

†
𝐪𝜈 , (A.7)

𝑎̂𝐑𝑝𝜅𝛼
= 1√

𝑁𝑝

∑
𝜈𝐪

𝑒𝑖𝐪⋅𝐑𝑝 𝑒𝜅𝛼𝜈,𝐪𝑎̂𝐪𝜈 . (A.8)

Again, a different convention from Ref. [17] is used. Similarly to the 
electron case, the normalization with the number of k-points is sym-
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metric over the two transformations. Additionally, no mass rescaling 
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is performed. For these operators to be proper bosonic operators, they 
need to obey the commutation relations,

[𝑎̂𝐪𝜈 , 𝑎̂
†
𝐪′𝜈′ ] = 𝛿𝜈,𝜈′𝛿𝐪,𝐪′ ,

[𝑎̂†𝐪𝜈 , 𝑎̂
†
𝐪′𝜈′ ] = [𝑎̂𝐪𝜈 , 𝑎̂𝐪′𝜈′ ] = 0,

[𝑎̂𝐑𝑝𝜈
, 𝑎̂

†
𝐑′

𝑝𝜈
′ ] = 𝛿𝜈,𝜈′𝛿𝐑𝑝,𝐑′

𝑝

[𝑎̂†𝐑𝑝𝜈
, 𝑎̂

†
𝐑′

𝑝𝜈
′ ] = [𝑎̂𝐑𝑝𝜈

, 𝑎̂𝐑′
𝑝𝜈

′ ] = 0.

(A.9)

This, and the fact that the creation and annihilation operator are each 
other’s Hermitian conjugate, can only satisfied for the normalization 
conventions of (A.7) and (A.8).

The inverse transformations of (A.1), (A.5), (A.7) and (A.8) are given 
by

𝑐
†
𝐤𝑛 =

1√
𝑁𝑒

∑
𝑚𝐑𝑒

𝑒𝑖𝐤⋅𝐑𝑒𝑈
†
𝑚𝑛,𝐤𝑐

†
𝐑𝑒𝑚

, (A.10)

𝑐𝐤𝑛 =
1√
𝑁𝑒

∑
𝑚𝐑𝑒

𝑒−𝑖𝐤⋅𝐑𝑒𝑈𝑛𝑚,𝐤𝑐𝐑𝑒𝑚
, (A.11)

𝑎̂†𝐪𝜈 =
1√
𝑁𝑝

∑
𝜅𝛼𝐑𝑝

𝑒𝑖𝐪⋅𝐑𝑝 𝑒𝜅𝛼𝜈,𝐪𝑎̂
†
𝐑𝑝𝜅𝛼

, (A.12)

𝑎̂𝐪𝜈 =
1√
𝑁𝑝

∑
𝜅𝛼𝐑𝑝

𝑒−𝑖𝐪⋅𝐑𝑝 𝑒∗
𝜅𝛼𝜈,𝐪𝑎̂𝐑𝑝𝜅𝛼

. (A.13)

Inserting these relations into (1), we obtain

𝐻̂ =
∑
𝑚𝑚′
𝐑𝑒𝐑′

𝑒

ℎ̃ 𝑚𝑚′
𝐑′

𝑒−𝐑𝑒

𝑐
†
𝐑𝑒𝑚

𝑐𝐑′
𝑒𝑚

′

+
∑

𝜅𝛼𝜅′𝛼′
𝐑𝑝𝐑′

𝑝

𝑑𝜅𝛼𝜅′𝛼′
𝐑′

𝑝−𝐑𝑝

𝑎̂
†
𝐑𝑝𝜅𝛼

𝑎̂𝐑′
𝑝𝜅

′𝛼′
+𝐻𝑧𝑒𝑟𝑜

+
∑

𝑚′𝑛′𝜅𝛼
𝐑𝑒𝐑′

𝑒𝐑𝑝

𝑔̃𝑚′𝑛′𝜅𝛼
𝐑′

𝑒−𝐑𝑒

𝐑𝑝−𝐑𝑒

𝑐
†
𝐑𝑒𝑚

′𝑐𝐑′
𝑒𝑛

′ (𝑎̂𝐑𝑝𝜅𝛼
+ 𝑎̂

†
𝐑𝑝𝜅𝛼

)

(A.14)

with 𝐻𝑧𝑒𝑟𝑜 the zero-point energy of the phonon system, which will be 
neglected from here forth.

𝐻𝑧𝑒𝑟𝑜 =
∑
𝜈𝐪

ℏ𝜔𝐪𝜈

2
(A.15)

The matrix elements in (A.14) are defined as

ℎ̃ 𝑚𝑚′
𝐑′

𝑒−𝐑𝑒

= 1
𝑁𝑒

∑
𝑛𝐤

𝑒−𝑖𝐤⋅(𝐑′
𝑒−𝐑𝑒)𝑈†

𝑚𝑛,𝐤𝑒𝐤𝑛𝑈𝑛𝑚′ ,𝐤, (A.16)

𝑑𝜅𝛼𝜅′𝛼′
𝐑′

𝑝−𝐑𝑝

= 1
𝑁𝑝

∑
𝜈𝐪

𝑒
−𝑖𝐪⋅(𝐑′

𝑝−𝐑𝑝)𝑒𝜅𝛼𝜈,𝐪ℏ𝜔𝐪𝜈𝑒
∗
𝜅′𝛼′𝜈,𝐪, (A.17)

𝑔̃𝑚′𝑛′𝜅𝛼
𝐑′

𝑒−𝐑𝑒

𝐑𝑝−𝐑𝑒

= 1
𝑁𝑝𝑁𝑒

∑
𝑚𝑛𝐤
𝐪𝜈

𝑒−𝑖𝐤⋅(𝐑′
𝑒−𝐑𝑒)−𝑖𝐪⋅(𝐑𝑝−𝐑𝑒)

𝑈
†
𝑚′𝑚,𝐤+𝐪𝑔𝑚𝑛𝜈(𝐤,𝐪)𝑈𝑛𝑛′ ,𝐤𝑒

∗
𝜅𝛼𝜈,𝐪. (A.18)

The electron Hamiltonian elements of (A.16) are equal to the ones 
computed by the Wannier90 code [16] and presented in the flexible 
HDF5 format by Perturbo [30].

ATOMOS does not use the phonon Hamiltonian elements, but the 
interatomic force constants. Grouping the indices (𝜅, 𝛼, 𝐑𝑝) into a single 
row or column index, 𝐝̄ can be considered a matrix. The square of this 
matrix can be linked to the required interatomic force constants,∑
𝜅′𝛼′𝐑′

𝑝

𝑑𝜅𝛼𝜅′𝛼′
𝐑′

𝑝−𝐑𝑝

𝑑𝜅′𝛼′𝜅′′𝛼′′
𝐑′′

𝑝 −𝐑
′
𝑝

= ℏ2

𝑁𝑝

∑
𝜈𝐪

𝑒
−𝑖𝐪⋅(𝐑′′

𝑝 −𝐑𝑝)𝑒𝜅𝛼𝜈,𝐪𝜔
2
𝐪𝜈𝑒

∗
𝜅′′𝛼′′𝜈,𝐪, (A.19)
where we used that
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𝐑′

𝑝

𝑒
−𝑖(𝐪−𝐪′)⋅𝐑′

𝑝 =𝑁𝑝𝛿𝐪,𝐪′ , (A.20)

and used the orthonormality of 𝑒𝜅𝛼𝜈,𝐪 [17],∑
𝜅′𝛼′

𝑒∗
𝜅′𝛼′𝜈,𝐪𝑒𝜅′𝛼′𝜈′ ,𝐪 = 𝛿𝜈,𝜈′ . (A.21)

The right-hand side of (A.19) is a rescaled version of interatomic 
force constant defined in (23) [17,15],∑
𝜅′𝛼′𝐑′

𝑝

𝑑𝜅𝛼𝜅′𝛼′
𝐑′

𝑝−𝐑𝑝

𝑑𝜅′𝛼′𝜅′′𝛼′′
𝐑′′

𝑝 −𝐑
′
𝑝

= ℏ2√
𝑚𝜅𝑚𝜅′′

𝜕2𝑈

𝜕𝜏𝜅𝛼𝑝𝜕𝜏𝜅′′𝛼′′𝑝′′
.

(A.22)

The interatomic force constants are also provided in the HDF5 format 
by Perturbo [30].

As will be detailed in Appendix B and Appendix C, ATOMOS does 
not use the matrix elements in (A.18), but requires a modification,

̃̃𝑔𝑚′𝑛′𝜅𝛼
𝐑′

𝑒−𝐑𝑒

𝐑𝑝−𝐑𝑒

= 1
𝑁𝑝𝑁𝑒

∑
𝑚𝑛𝐤
𝐪𝜈

𝑒−𝑖𝐤⋅(𝐑′
𝑒−𝐑𝑒)−𝑖𝐪⋅(𝐑𝑝−𝐑𝑒)

𝑈
†
𝑚′𝑚,𝐤+𝐪𝑔

𝑑𝑒𝑓
𝑚𝑛𝜈

(𝐤,𝐪)𝑈𝑛𝑛′ ,𝐤𝑒
∗
𝜅𝛼𝜈,𝐪

(A.23)

with

𝑔𝑑𝑒𝑓
𝑚𝑛𝜈

(𝐤,𝐪) =
√

ℏ𝜔𝐪𝜈𝑔𝑚𝑛𝜈(𝐤,𝐪). (A.24)

For the interpretation of this new constant, we compare the original 
definition of our matrix elements 𝑔𝑚𝑛𝜈 (𝐤, 𝐪) in (1) (Equations 21 and 
31-38 in Ref. [15]) to the original work on Wannierization of matrix 
elements that Perturbo is based upon (Equations 6 and 17 in Ref. [17]). 
We find that

𝑔𝑑𝑒𝑓
𝑚𝑛𝜈

(𝐤,𝐪) = ℏ√
2𝑚0

𝑔𝑃𝑒𝑟𝑡𝑢𝑟𝑏𝑜
𝑚𝑛𝜈

(𝐤,𝐪). (A.25)

Next, comparing the Perturbo reciprocal-real space transformation 
(Equation 24 in Ref. [17]) with (A.23), we find a difference in the 
normalization convention related to 𝑁𝑒 and an additional mass rescal-
ing. Concerning the normalization convention, Perturbo is consistent 
with our convention (Equation 27 in Ref. [30]), which was verified by 
reproducing the deformation potentials as provided by Perturbo. The 
difference in mass rescaling can be compensated for, resulting in

̃̃𝑔𝑚𝑛𝜅𝛼
𝐑𝑒,𝐑𝑝

= ℏ√
2𝑚𝜅

𝑔𝑃𝑒𝑟𝑡𝑢𝑟𝑏𝑜
𝑚𝑛𝜅𝛼

(𝐑𝑒,𝐑𝑝). (A.26)

The full real space Hamiltonian can be further transformed to mixed 
space by Fourier transforming the periodic directions using the follow-
ing transformations,

𝑐
†
𝐤⟂𝐑𝑒,∥𝑛

= 1√
𝑁⟂

∑
𝐑𝑒,⟂

𝑒𝑖𝐤⟂⋅𝐑𝑒,⟂𝑐
†
𝐑𝑒,⟂𝐑𝑒,∥𝑛

, (A.27)

𝑐𝐤⟂𝐑𝑒,∥𝑛
= 1√

𝑁⟂

∑
𝐑𝑒,⟂

𝑒−𝑖𝐤⟂⋅𝐑𝑒,⟂𝑐𝐑𝑒,⟂𝐑𝑒,∥𝑛
, (A.28)

𝑎̂
†
𝐪⟂𝐑𝑝,∥𝜅𝛼

= 1√
𝑁⟂

∑
𝐑𝑝,⟂

𝑒𝑖𝐪⟂⋅𝐑𝑝,⟂ 𝑎̂
†
𝐑𝑝,⟂𝐑𝑝,∥𝜅𝛼

, (A.29)

𝑎̂𝐪⟂𝐑𝑝,∥𝜅𝛼
= 1√

𝑁⟂

∑
𝐑𝑝,⟂

𝑒−𝑖𝐪⟂⋅𝐑𝑝,⟂ 𝑎̂𝐑𝑝,⟂𝐑𝑝,∥𝜅𝛼
. (A.30)

Currently no assumptions are made about the number of periodic 
directions and the number of periodic k-points, 𝑁⟂, except that this 
number is equal for the electron and phonon system. The number of 
periodic directions can range from 0 for fully real space nanowires with 
𝑁⟂ = 1 and the systems being unchanged, to 1 for planar or 2 for diode-
15

like or resistor-like systems. The inverse transformations are given by
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𝑐
†
𝐑𝑒,⟂𝐑𝑒,∥𝑛

= 1√
𝑁⟂

∑
𝐤⟂

𝑒−𝑖𝐤⟂⋅𝐑𝑒,⟂𝑐
†
𝐤⟂𝐑𝑒,∥𝑛

, (A.31)

𝑐𝐑𝑒,⟂𝐑𝑒,∥𝑛
= 1√

𝑁⟂

∑
𝐤⟂

𝑒𝑖𝐤⟂⋅𝐑𝑒,⟂𝑐𝐤⟂𝐑𝑒,∥𝑛
, (A.32)

𝑎̂
†
𝐑𝑝,⟂𝐑𝑝,∥𝜅𝛼

= 1√
𝑁⟂

∑
𝐪⟂

𝑒−𝑖𝐪⟂⋅𝐑𝑝,⟂ 𝑎̂
†
𝐪⟂𝐑𝑝,∥𝜅𝛼

, (A.33)

𝑎̂𝐑⟂𝐑𝑝,∥𝜅𝛼
= 1√

𝑁⟂

∑
𝐪⟂

𝑒𝑖𝐪⟂⋅𝐑𝑝,⟂ 𝑎̂𝐪⟂𝐑𝑝,∥𝜅𝛼
. (A.34)

It is readily verified that the mixed space operators obey the required 
commutation and anticommutations relations. Insertion in (A.14) re-
sults in

𝐻̂ =
∑
𝑚𝑛𝐤⟂

𝐑𝑒,∥𝐑′
𝑒,∥

ℎ̄ 𝑚𝑛𝐤⟂
𝐑𝑒,∥𝐑′

𝑒,∥

𝑐
†
𝐤⟂𝐑𝑒,∥𝑚

𝑐𝐤⟂𝐑′
𝑒,∥𝑛

+
∑

𝜅𝛼𝜅′𝛼′𝐪⟂
𝐑𝑝,∥𝐑′

𝑝,∥

𝑑𝜅𝛼𝜅′𝛼′𝐪⟂
𝐑𝑝,∥𝐑′

𝑝,∥

𝑎̂
†
𝐪⟂𝐑𝑝,∥𝜅𝛼

𝑎̂𝐪⟂𝐑′
𝑝,∥𝜅

′𝛼′

+𝑁
− 1

2
⟂

∑
𝑚𝑛𝜅𝛼

𝐑𝑒,∥𝐑′
𝑒,∥

𝐤⟂𝐪⟂𝐑𝑝,∥

𝑔̄ 𝑚𝑛𝜅𝛼
𝐑𝑒,∥𝐑′

𝑒,∥
𝐤⟂𝐪⟂𝐑𝑝,∥

𝑐
†
𝐤⟂+𝐪⟂𝐑𝑒,∥𝑚

𝑐𝐤⟂𝐑′
𝑒,∥𝑛

(𝑎̂𝐪⟂𝐑𝑝,∥𝜅𝛼
+ 𝑎̂

†
−𝐪⟂𝐑𝑝,∥𝜅𝛼

).

(A.35)

Grouping the real space indices into a single index results in (4). The 
matrix element transformations are performed by ATOMOS and corre-
spond to

ℎ̄ 𝑚𝑛𝐤⟂
𝐑𝑒,∥𝐑′

𝑒,∥

=
∑
𝐑𝑒,⟂

ℎ̃ 𝑚𝑛
𝐑𝑒,⟂

𝐑′
𝑒,∥−𝐑𝑒,∥

𝑒𝑖𝐤⟂⋅𝐑𝑒,⟂ , (A.36)

𝑑𝜅𝛼𝜅′𝛼′𝐪⟂
𝐑𝑝,∥𝐑′

𝑝,∥

=
∑
𝐑𝑝,⟂

𝑑 𝜅𝛼𝜅′𝛼′
𝐑𝑝,⟂

𝐑′
𝑝,∥−𝐑𝑝,∥

𝑒𝑖𝐪⟂⋅𝐑𝑝,⟂ , (A.37)

𝑔̄ 𝑚𝑛𝜅𝛼
𝐑𝑒,∥𝐑′

𝑒,∥
𝐤⟂𝐪⟂𝐑𝑝,∥

=
∑

𝐑𝑒,⟂𝐑𝑝,⟂

𝑔̃ 𝑚𝑛𝜅𝛼
𝐑𝑒,⟂

𝐑′
𝑒,∥−𝐑𝑒,∥
𝐑𝑝,⟂

𝐑𝑝,∥−𝐑𝑒,∥

𝑒𝑖𝐤⟂⋅𝐑𝑒,⟂+𝑖𝐪⟂⋅𝐑𝑝,⟂ . (A.38)

Appendix B. Green’s function expressions

We provide a full derivation of the electron and phonon Green’s func-
tions expression introduced in Section 2.2. We start with the electron 
Green’s function, despite derivations for these expressions being readily 
available in the literature [22,23], for the sake of completeness and to 
provide a reference for the phonon case. Consider the definition of the 
retarded, advanced, greater and lesser Green’s function

𝐺𝑅
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = −𝑖

ℏ
𝜃(𝑡− 𝑡′) ⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂𝑚
(𝑡′) + 𝑐

†
𝐤⟂𝑚

(𝑡′)𝑐𝐤⟂𝑛
(𝑡)⟩ , (B.1)

𝐺𝐴
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = 𝑖

ℏ
𝜃(𝑡′ − 𝑡) ⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂𝑚
(𝑡′) + 𝑐

†
𝐤⟂𝑚

(𝑡′)𝑐𝐤⟂𝑛
(𝑡)⟩ , (B.2)

𝐺>
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = −𝑖

ℏ
⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂𝑚
(𝑡′)⟩ , (B.3)

𝐺<
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = 𝑖

ℏ
⟨𝑐†𝐤⟂𝑚

(𝑡′)𝑐𝐤⟂𝑛
(𝑡)⟩ . (B.4)

When an expression for the contour-ordered Green’s function is 
known involving convolution integrals on a two-branch contour, e.g., 
(9), then Langreth’s theorem can be used to find equivalent expres-
sions for the retarded, advanced, greater and lesser Green’s functions 
involving only real-time convolutions [19]. Convolutions in the time 
domain become multiplications in the frequency domain. Hence, using 

the Fourier transform
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𝐆𝐤⟂ (𝜔) =

+∞

∫
−∞

𝐆𝐤⟂ (𝑡, 𝑡
′)𝑒𝑖𝜔(𝑡−𝑡′)𝑑(𝑡− 𝑡′), (B.5)

𝐆𝐤⟂ (𝑡, 𝑡
′) =

+∞

∫
−∞

𝐆𝐤⟂ (𝜔)𝑒
−𝑖𝜔(𝑡−𝑡′) 𝑑𝜔

2𝜋
, (B.6)

with the Green’s function denoting any of the Green’s functions in 
(B.1)-(B.4), results in

𝐆𝑅∕𝐴
𝐤⟂

(𝜔) =𝐆0,𝑅∕𝐴
𝐤⟂

(𝜔) +𝐆0,𝑅∕𝐴
𝐤⟂

(𝜔)𝐔𝐤⟂𝐆
𝑅∕𝐴
𝐤⟂

(𝜔)

+𝐆0,𝑅∕𝐴
𝐤⟂

(𝜔)𝚺𝑠,𝑅∕𝐴
𝐤⟂

(𝜔)𝐆𝑅∕𝐴
𝐤⟂

(𝜔),
(B.7)

𝐆≷

𝐤⟂
(𝜔) =𝐆0,≷

𝐤⟂
(𝜔) +𝐆0,≷

𝐤⟂
(𝜔)𝐔𝐤⟂𝐆

𝐴
𝐤⟂
(𝜔)

+𝐆0,𝑅
𝐤⟂

(𝜔)𝐔𝐤⟂𝐆
≷

𝐤⟂
(𝜔)

+𝐆0,𝑅
𝐤⟂

(𝜔)𝚺𝑠,𝑅

𝐤⟂
(𝜔)𝐆≷

𝐤⟂
(𝜔)

+𝐆0,𝑅
𝐤⟂

(𝜔)𝚺𝑠,≷

𝐤⟂
(𝜔)𝐆𝐴

𝐤⟂
(𝜔)

+𝐆0,≷
𝐤⟂

(𝜔)𝚺𝑠,𝐴

𝐤⟂
(𝜔)𝐆𝐴

𝐤⟂
(𝜔).

(B.8)

For the electrons, the matrix 𝐔𝐤⟂ contains the elements ℎ̄𝑚𝑛𝐤⟂ con-
necting the device with the leads, as denoted in Fig. 2. The remaining 
elements form

𝐻̂𝑒𝑙
0 =

∑
𝑛𝑚
𝐤⟂

ℎ̄𝑛𝑚
𝐤⟂

𝑐
†
𝐤⟂𝑛

𝑐𝐤⟂𝑚
, (B.9)

with the summation leaving out interaction elements connecting the de-
vice and the leads. Note that all leftmost factors in (B.7) and (B.8) are 
non-interacting, which implies that for the sake of these Green’s func-
tions, the Heisenberg picture operators in their definitions are equiva-
lent to interaction picture operators. The time-dependency of interaction 
picture operators is readily found as [18]

𝑖ℏ
𝜕

𝜕𝑡
𝑐𝐤⟂𝑛

(𝑡) =
[
𝑐𝐤⟂𝑛

(𝑡), 𝐻̂𝑒𝑙
0

]
=
∑
𝑚

ℎ̄𝑛𝑚
𝐤⟂

𝑐𝐤⟂𝑚
(𝑡).

(B.10)

The time-derivative of the non-interacting retarded Green’s functions 
is then given by

𝑖ℏ
𝜕

𝜕𝑡
𝐺

0,𝑅
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) = 𝛿(𝑡− 𝑡′)𝛿𝑛,𝑚 +
∑
𝑛′

ℎ̄𝑛𝑛′
𝐤⟂

𝐺
0,𝑅
𝑛′ ,𝑚
𝐤⟂

(𝑡, 𝑡′) (B.11)

or expressed as a matrix equation,

𝑖ℏ
𝜕

𝜕𝑡
𝐆0,𝑅

𝐤⟂
(𝑡, 𝑡′) = 𝛿(𝑡− 𝑡′)𝐈+𝐇𝐤⟂𝐆

0,𝑅
𝐤⟂

(𝑡, 𝑡′). (B.12)

Inserting (B.6) and using 𝛿(𝑡 − 𝑡′) = ∫ +∞
−∞ 𝑒−𝑖𝜔(𝑡−𝑡′) 𝑑𝜔

2𝜋 , we find(
ℏ𝜔𝐈−𝐇𝐤⟂

)
𝐆0,𝑅

𝐤⟂
(𝜔) = 𝐈. (B.13)

The time-derivative of the lesser and greater Green’s function is 
found in a similar fashion,

𝑖ℏ
𝜕

𝜕𝑡
𝐺

0,≶
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) =
∑
𝑛′

ℎ̄𝑛𝑛′
𝐤⟂

𝐺
0,≶
𝑛′ ,𝑚
𝐤⟂

(𝑡, 𝑡′) (B.14)

or expressed as a matrix expression

𝑖ℏ
𝜕

𝜕𝑡
𝐆0,≶

𝐤⟂
(𝑡, 𝑡′) =𝐇𝐤⟂𝐆

0,≶
𝐤⟂

(𝑡, 𝑡′) (B.15)

which, after Fourier transformation, becomes(
ℏ𝜔𝐈−𝐇𝐤⟂

)
𝐆0,≶

𝐤⟂
(𝜔) = 𝟎. (B.16)

Leaving out the 𝜔 and 𝐤⟂ dependency in the notation for the sake of 
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brevity and left-multiplying (B.7) and (B.8) with (ℏ𝜔𝐈−𝐇), results in
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(ℏ𝜔𝐈−𝐇)𝐆𝑅 = 𝐈+𝐔𝐆𝑅 +𝚺𝑠,𝑅𝐆𝑅, (B.17)

(ℏ𝜔𝐈−𝐇)𝐆≶ =𝐔𝐆≶ +𝚺𝑠,𝑅𝐆≶ +𝚺𝑠,≶𝐆𝐴. (B.18)

Inserting (B.7) into the second term on the right-hand side of (B.17), 
we find

(ℏ𝜔𝐈−𝐇)𝐆𝑅 = 𝐈+𝐔𝐆0,𝑅 +𝐔𝐆0,𝑅𝐔𝐆𝑅

+𝐔𝐆0,𝑅𝚺𝑠,𝑅𝐆𝑅 +𝚺𝑠,𝑅𝐆𝑅.
(B.19)

Note that the matrices so far contain row and column indices corre-
sponding to all degrees of freedom in both the device itself and the left 
and right leads. As the two leads are infinite, this prohibits building and 
solving for these matrices in practice. However, to find the currents and 
charges in the device, only the Green’s function elements with both row 
and column indices within the device are required. We therefore con-
fine the matrices to their subblocks pertaining to the device itself. Note 
that this does not introduce complications for the multiplication with 𝐇
and 𝚺𝑠,𝑅. 𝐇 has a disconnected subblock corresponding to the device as 
the connections with the leads are contained in 𝐔. 𝚺𝑠,𝑅 is non-zero only 
within the device as can be seen from its definition in (31) and (34)
and the fact that the electron-phonon subsystems are only connected 
within the device as demonstrated in Fig. 2. This is not the case for the 
term 𝐔𝐆0. 𝐆0 corresponds to the disconnected device and thus has dis-
connected blocks for the device and the leads. 𝐔, on the other hand, 
only contains cross terms, connecting the device and the leads. Their 
matrix product will hence, also only contain cross terms connecting de-
vice to leads. When both row and column indices of the expressions are 
thus confined to the device, this cross term disappears. The same is true 
for the product 𝐔𝐆0𝚺𝑠,𝑅𝐆𝑅 as 𝚺𝑠,𝑅 is only non-zero within the device. 
Leaving out these cross terms, we find(
ℏ𝜔𝐈−𝐇−𝚺𝑠,𝑅 −𝐔𝐆0,𝑅𝐔

)
𝐆𝑅 = 𝐈. (B.20)

The term 𝐔𝐆0,𝑅𝐔 connects the device to the leads and is only non-
zero in the subblocks corresponding to the leftmost and rightmost slab, 
i.e., slab 𝟏 and 𝐧,(
𝐔𝐆0,𝑅𝐔

)
𝟏,𝟏 = 𝐡̄𝟏,𝟎 𝐆

0,𝑅∕𝐴
𝟎,𝟎 𝐡̄𝟎,𝟏, (B.21)(

𝐔𝐆0,𝑅𝐔
)
𝐧,𝐧 = 𝐡̄𝐧,𝐧+𝟏 𝐆

0,𝑅∕𝐴
𝐧+𝟏,𝐧+𝟏 𝐡̄𝐧+𝟏,𝐧. (B.22)

Defining

𝚺𝑙 =𝐔𝐆0𝐔, (B.23)

we can merge these two self-energies with (14) and obtain

𝐆𝑅 =
(
ℏ𝜔𝐈−𝐇−𝚺𝑅

)−1
. (B.24)

The only difference between (11) and (B.24) is the presence of the 
convergence term 𝑖𝜂, usually introduced to ensure the convergence of 
the Fourier transform [37]. It can be readily achieved by adding a factor 
𝑒−𝜂(𝑡−𝑡′) to the definition of the retarded Green’s function in (B.1) to 
make it absolutely integrable. A similar procedure is possible for the 
advanced Green’s function using a factor 𝑒𝜂(𝑡−𝑡′ ), which will result in a 
convergence term −𝑖𝜂. We forgo this point and just add it retroactively.

For the lesser and greater Green’s function, we insert (B.8) into the 
first term on the right-hand side of (B.18),

𝐔𝐆≶ =𝐔𝐆0,≷ +𝐔𝐆0,≷𝐔𝐆𝐴 +𝐔𝐆0,𝑅𝐔𝐆≷

+𝐔𝐆0,𝑅𝚺𝑠,𝑅𝐆≷ +𝐔𝐆0,𝑅𝚺𝑠,≷𝐆𝐴

+𝐔𝐆0,≷𝚺𝑠,𝐴𝐆𝐴.

(B.25)

The first term and last three terms in (B.25) are cross terms, which 
become zero when the matrices are limited to their device subblocks. 
We thus have from (B.18),( ) ( )

ℏ𝜔𝐈−𝐇−𝚺𝑠,𝑅 −𝐔𝐆0,𝑅𝐔 𝐆≶ = 𝚺𝑠,≶ +𝐔𝐆0,≶𝐔 𝐆𝐴. (B.26)
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Using (B.23) and (14), we obtain(
ℏ𝜔𝐈−𝐇−𝚺𝑅

)
𝐆≶ = 𝚺≶𝐆𝐴. (B.27)

Finally, left-multiplication with 𝐆𝑅 results in

𝐆≶ =𝐆𝑅𝚺≶𝐆𝐴, (B.28)

which is identical to (12). The expressions for the lead self-energies, 
(17)-(20), are obtained by noting that the density of states in the non-
connected leads is given by [23]

𝑨
0 = 𝑖

(
𝐆0,𝑅 −𝐆0,𝐴) , (B.29)

and the fact that the lesser (greater) Green’s function is linked to the 
density of electrons (holes). In the non-connected leads, the electrons 
are in equilibrium and fill the density of states according to the Fermi-
Dirac statistics function (7)

𝐆0,<
𝟎,𝟎 = 𝑖𝑓1𝐀0

𝟎,𝟎, (B.30)

𝐆0,<
𝐧+𝟏,𝐧+𝟏 = 𝑖𝑓2𝐀0

𝐧+𝟏,𝐧+𝟏, (B.31)

𝐆0,>
𝟎,𝟎 = −𝑖(1 − 𝑓1)𝐀0

𝟎,𝟎, (B.32)

𝐆0,>
𝐧+𝟏,𝐧+𝟏 = −𝑖(1 − 𝑓2)𝐀0

𝐧+𝟏,𝐧+𝟏. (B.33)

We now perform the same procedure for the phonon Green’s func-
tion. Making use of the commuting behavior of the phonon operators for 
the contour-ordering operator [18] and the definition of the retarded, 
advanced, lesser and greater Green’s function [19], we obtain

𝐷𝑅
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) = − 𝑖

ℏ
𝜃(𝑡− 𝑡′)

⟨
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

−(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))
⟩
, (B.34)

𝐷𝐴
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) = 𝑖

ℏ
𝜃(𝑡′ − 𝑡)

⟨
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

−(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))
⟩
, (B.35)

𝐷>
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) = − 𝑖

ℏ

⟨
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

⟩
, (B.36)

𝐷<
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) = − 𝑖

ℏ

⟨
(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))

⟩
. (B.37)

Using Langreth’s theorem on (10) and Fourier transforming results 
in expressions very similar to (B.7) and (B.8), with all leftmost factors 
being non-interacting,

𝐃𝑅∕𝐴
𝐪⟂ (𝜔) =𝐃0,𝑅∕𝐴

𝐪⟂ (𝜔) +𝐃0,𝑅∕𝐴
𝐪⟂ (𝜔)𝐕𝐪⟂𝐃

𝑅∕𝐴
𝐪⟂ (𝜔)

+𝐃0,𝑅∕𝐴
𝐪⟂ (𝜔)𝚷𝑠,𝑅∕𝐴

𝐪⟂ (𝜔)𝐃𝑅∕𝐴
𝐪⟂ (𝜔), (B.38)

𝐃≷
𝐪⟂ (𝜔) =𝐃

0,≷
𝐪⟂ (𝜔) +𝐃0,≷

𝐪⟂ (𝜔)𝐕𝐪⟂𝐃
𝐴
𝐪⟂
(𝜔)

+𝐃0,𝑅
𝐪⟂

(𝜔)𝐕𝐪⟂𝐃
≷
𝐪⟂ (𝜔)

+𝐃0,𝑅
𝐪⟂

(𝜔)𝚷𝑠,𝑅
𝐪⟂

(𝜔)𝐃≷
𝐪⟂ (𝜔)

+𝐃0,𝑅
𝐪⟂

(𝜔)𝚷𝑠,≷
𝐪⟂ (𝜔)𝐃

𝐴
𝐪⟂
(𝜔)

+𝐃0,≷
𝐪⟂ (𝜔)𝚷𝑠,𝐴

𝐪⟂
(𝜔)𝐃𝐴

𝐪⟂
(𝜔). (B.39)

For the phonons, Fig. 2 is only qualitatively correct. To obtain a 
Dyson equation of the form (B.8), and hence (B.38) and (B.39), a slightly 
different subdivision in device and connecting terms is required. The 
full derivation is, however, cumbersome and has been moved to the 
Supporting Material [21]. The final result is that the elements,(
𝐕𝐪⟂

)
𝜈,𝜇

= 𝑣𝜈𝜇
𝐪⟂

, (B.40)

are the result of a perturbation Hamiltonian,

𝐻̂
𝑝ℎ

𝑃
=
∑
𝜈𝜇
𝐪⟂

𝑣𝜈𝜇
𝐪⟂

(
𝑎̂†𝐪⟂𝜈

𝑎̂𝐪⟂𝜇
+ 1

2
(
𝑎̂†𝐪⟂𝜈

𝑎̂†−𝐪⟂𝜇
+ 𝑎̂−𝐪⟂𝜈

𝑎̂𝐪⟂𝜇

))
, (B.41)
17

and that the non-interacting Hamiltonian for the phonons is given by
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𝐻̂
𝑝ℎ

0 =
∑
𝜈𝜇
𝐪⟂

(𝑑𝜈𝜇
𝐪⟂

−𝑣𝜈𝜇
𝐪⟂
)𝑎̂†𝐪⟂𝜈

𝑎̂𝐪⟂𝜇
−

𝑣𝐪⟂𝜈𝜇

2
(
𝑎̂†𝐪⟂𝜈

𝑎̂†−𝐪⟂𝜇
+ 𝑎̂−𝐪⟂𝜈

𝑎̂𝐪⟂𝜇

)
. (B.42)

The summation here extends over all matrix elements, also elements 
connecting the leads with the device. Note that despite the rather un-
intuitive form of 𝐻̂𝑝ℎ

𝑃
and 𝐻̂𝑝ℎ

0 , their sum is still equal to the ballistic 
phonon Hamiltonian in (4), implying that the material properties are 
unchanged.

The time-dependency of the non-interacting Green’s functions in 
(B.38) and (B.39) can be evaluated explicitly. However, this time the 
time-dependency of both the annihilation and creation operator is re-
quired,

𝑖ℏ
𝜕

𝜕𝑡
𝑎̂𝐪⟂𝜈

(𝑡) =
[
𝑎̂𝐪⟂𝜈

(𝑡), 𝐻̂𝑝ℎ

0

]
=
∑
𝜇

(𝑑𝜈𝜇
𝐪⟂

− 𝑣𝜈𝜇
𝐪⟂
)𝑎̂𝐪⟂𝜇

(𝑡) −
𝑣𝜈𝜇
𝐪⟂

+ 𝑣 𝜇𝜈
−𝐪⟂

2
𝑎̂†−𝐪⟂𝜇

(𝑡)
(B.43)

and

𝑖ℏ
𝜕

𝜕𝑡
𝑎̂†𝐪⟂𝜈

(𝑡) =
[
𝑎̂†𝐪⟂𝜈

(𝑡), 𝐻̂𝑝ℎ

0

]
=
∑
𝜇

−(𝑑𝜇𝜈
𝐪⟂

− 𝑣𝜇𝜈
𝐪⟂
)𝑎̂†𝐪⟂𝜇

(𝑡) +
𝑣𝜇𝜈
𝐪⟂

+ 𝑣 𝜈𝜇
−𝐪⟂

2
𝑎̂−𝐪⟂𝜇

(𝑡).
(B.44)

As 𝑒𝜅𝛼𝜈,𝐪 = 𝑒∗
𝜅𝛼𝜈,−𝐪 [17], it follows from (A.17) that 𝑑𝜅𝛼𝜅′𝛼′

𝐑′
𝑝−𝐑𝑝

= 𝑑𝜅′𝛼′𝜅𝛼
𝐑𝑝−𝐑′

𝑝

. 

This, in combination with (A.37), in turn implies that 𝑑𝜇𝜈
𝐪⟂

= 𝑑 𝜈𝜇
−𝐪⟂

. We 
can choose to impose the same symmetry on 𝑣𝜇𝜈

𝐪⟂
. We thus have

𝑖ℏ
𝜕

𝜕𝑡
𝑎̂𝐪⟂𝜈

(𝑡) =
∑
𝜇

(𝑑𝜈𝜇
𝐪⟂

− 𝑣𝜈𝜇
𝐪⟂
)𝑎̂𝐪⟂𝜇

(𝑡) − 𝑣𝜈𝜇
𝐪⟂

𝑎̂†−𝐪⟂𝜇
(𝑡) (B.45)

and

𝑖ℏ
𝜕

𝜕𝑡
𝑎̂†−𝐪⟂𝜈

(𝑡) =
∑
𝜇

−(𝑑𝜈𝜇
𝐪⟂

− 𝑣𝜈𝜇
𝐪⟂
)𝑎̂†−𝐪⟂𝜇

(𝑡) + 𝑣𝜈𝜇
𝐪⟂

𝑎̂𝐪⟂𝜇
(𝑡). (B.46)

The sign change by the time-derivative of the creation operator has 
the effect that the first time-derivative of the retarded phonon Green’s 
function is not readily expressed as a function of the Green’s function 
itself. We therefore take the second time-derivative,

− ℏ2 𝜕2

𝜕𝑡2
𝐷

0,𝑅
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′)

=𝑖ℏ𝛿(𝑡− 𝑡′)′
⟨
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

−(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))
⟩

+
∑
𝜈′

𝑑𝜈𝜈′
𝐪⟂

2𝛿(𝑡− 𝑡′)
⟨
(𝑎̂𝐪⟂𝜈′

(𝑡) − 𝑎̂
†
−𝐪⟂𝜈′

(𝑡))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))

−(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))(𝑎̂𝐪⟂𝜈′
(𝑡) − 𝑎̂

†
−𝐪⟂𝜈′

(𝑡))
⟩

+
∑
𝜈′𝜈′′

(𝑑𝜈𝜈′
𝐪⟂

𝑑𝜈′𝜈′′
𝐪⟂

− 2𝑑𝜈𝜈′
𝐪⟂

𝑣𝜈′𝜈′′
𝐪⟂

)𝐷0,𝑅
𝜈′′ ,𝜇
𝐪⟂

(𝑡, 𝑡′). (B.47)

The time-derivative of the delta function 𝛿(𝑡 − 𝑡′)′ is ill-defined except 
inside an integral. We therefore perform a Fourier transform by multi-
plying with 𝑒𝑖𝜔(𝑡−𝑡′) and integrating over time. Integration by parts of 
the first term on the right-hand side of (B.47) results in
+∞

∫
−∞

𝑖ℏ𝛿(𝑡− 𝑡′)′
⟨
𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

−(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))
⟩
𝑒𝑖𝜔(𝑡−𝑡′)𝑑(𝑡− 𝑡′)

= −
∑
𝜈′

𝑑𝜈𝜈′
𝐪⟂

([
𝑎̂𝐪⟂𝜈′

(𝑡), 𝑎̂†𝐪⟂𝜇
(𝑡)

]
+
[
𝑎̂−𝐪⟂𝜇

(𝑡), 𝑎̂†−𝐪⟂𝜈′
(𝑡)

])
+ ℏ𝜔

([
𝑎̂𝐪⟂𝜈′

(𝑡), 𝑎̂†𝐪⟂𝜇
(𝑡)

]
−
[
𝑎̂−𝐪⟂𝜇

(𝑡), 𝑎̂†−𝐪⟂𝜈′
(𝑡)

])
= −2

∑
𝑑 ′𝛿 = −2𝑑𝜈𝜇 . (B.48)
𝜈′
𝜈𝜈
𝐪⟂

𝜈′𝜇 𝐪⟂
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Similarly, it can be shown that the second term on the right-hand 
side of (B.47) is equal to 4𝑑𝜈𝜇

𝐪⟂
. In total we thus have

ℏ2𝜔2𝐷0,𝑅
𝜈,𝜇
𝐪⟂

(𝜔) = 2𝑑𝜈𝜇
𝐪⟂

+
∑
𝜈′𝜈′′

𝑑𝜈𝜈′
𝐪⟂

𝑑𝜈′𝜈′′
𝐪⟂

𝐷
0,𝑅
𝜈′′,𝜇
𝐪⟂

(𝜔)

−
∑
𝜈′𝜈′′

2𝑑𝜈𝜈′
𝐪⟂

𝑣𝜈′𝜈′′
𝐪⟂

𝐷
0,𝑅
𝜈′′,𝜇
𝐪⟂

(𝜔).
(B.49)

The sum 
∑

𝜈′ 𝑑𝜈𝜈′
𝐪⟂

𝑑𝜈′𝜈′′
𝐪⟂

corresponds to a matrix squaring. It is read-

ily verified from the definition in (A.37), that the square of a Fourier 
transformed matrix is equal to the Fourier transform of the square. Ad-
ditionally, (A.22) showed that the square of 𝐝 is equal to the interatomic 
force constants matrix. We can thus state that 𝐝2𝐪⟂ = 𝐊𝑡𝑜𝑡

𝐪⟂
or, alterna-

tively,(
ℏ2𝜔2𝐈−𝐊𝑡𝑜𝑡

𝐪⟂
+ 2𝐝̄𝐪⟂𝐕𝐪⟂

)
𝐃0,𝑅
𝐪⟂

(𝜔) = 2𝐝𝐪⟂ . (B.50)

In a similar fashion, it can be shown that

ℏ2 𝜕2

𝜕𝑡2
𝐷

0,≶
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) =
∑
𝜈′𝜈′′

(𝑑𝜈𝜈′
𝐪⟂

𝑑𝜈′𝜈′′
𝐪⟂

− 2𝑑𝜈𝜈′
𝐪⟂

𝑣𝜈′𝜈′′
𝐪⟂

)𝐷0,≶
𝜈′′ ,𝜇
𝐪⟂

(𝑡, 𝑡′), (B.51)

and hence,(
ℏ2𝜔2 −𝐊𝑡𝑜𝑡

𝐪⟂
+ 2𝐝̄𝐪⟂𝐕𝐪

)
𝐃0,≶
𝐪⟂ (𝜔) = 𝟎. (B.52)

The forms of (B.50) and (B.52) differ significantly from (B.13) and 
(B.16). First, as the superscript denotes, 𝐊𝑡𝑜𝑡

𝐪⟂
contains all matrix ele-

ments, including elements connecting the leads with the device, whereas 
𝐇𝐤⟂ did not. Second, there is an extra term 2𝐝̄𝐪⟂𝐕𝐪⟂ and the right-hand 
side is not unity for (B.50). These differences will prevent us from elim-
inating cross terms when we limit the degrees of freedom to the device. 
To resolve this, we propose the following transformations,

𝐃̄𝐪⟂ =
(
2𝐝̄𝐪⟂

)− 1
2 𝐃𝐪⟂

(
2𝐝𝐪⟂

)− 1
2
, (B.53)

𝐕̄𝐪⟂ =
(
2𝐝̄𝐪⟂

) 1
2 𝐕𝐪⟂

(
2𝐝̄𝐪⟂

) 1
2
, (B.54)

𝚷̄𝐪⟂ =
(
2𝐝̄𝐪⟂

) 1
2 𝚷𝐪⟂

(
2𝐝𝐪⟂

) 1
2
. (B.55)

Applying (B.53)-(B.54) to (B.50) and (B.52), we obtain(
ℏ2𝜔2𝐈−𝐊𝑡𝑜𝑡

𝐪⟂
+ 𝐕̄𝐪⟂

)
𝐃0,𝑅
𝐪⟂

(𝜔) = 𝐈, (B.56)(
ℏ2𝜔2𝐈−𝐊𝑡𝑜𝑡

𝐪⟂
+ 𝐕̄𝐪⟂

)
𝐃0,≶
𝐪⟂ (𝜔) = 𝟎. (B.57)

We can now choose the matrix elements 𝑣𝜈𝜇
𝐪⟂

such that 𝐕̄𝐪⟂ contains 

the elements of 𝐊𝑡𝑜𝑡
𝐪⟂

connecting the leads with the device. We can then 
define 𝐊𝐪⟂ = 𝐊𝑡𝑜𝑡

𝐪⟂
− 𝐕̄𝐪⟂ , which has the same block matrix structure 

as 𝐇𝐤⟂ . (B.56) and (B.57) then have a formally equivalent structure to 
(B.13) and (B.16). Additionally, the transformations (B.53)-(B.55) leave 
the Dyson equations (B.38) and (B.39) unchanged. The remainder of the 
derivation is thus identical to the electron case. Leaving out the 𝜔 and 
𝐤⟂ dependency in the notation, defining

𝚷̄𝑙 = 𝐕̄𝐃̄0𝐕̄ (B.58)

and merging the self-energies with (24), we obtain

𝐃̄𝑅 =
(
ℏ2𝜔2𝐈−𝐊− 𝚷̄

)−1
, (B.59)

𝐃̄≶ = 𝐃̄𝑅𝚷̄≶𝐃̄𝐴. (B.60)

The expressions in (21) and (B.59) and (22) and (B.60) differ only 
18

by the presence of the convergence term 𝑖𝜂, which we will again add 
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retroactively, and by the bar notation. It is hereby shown that the ex-
pressions for the phonon Green’s function usually found in literature 
and derived from semi-classical principles do not pertain to the Green’s 
functions defined in (6), but that additional transformations, (B.53) and 
(B.55), are required. As will be shown in Appendix C, the transforma-
tions (B.53) and (B.55) will result in a modification of the electron-
phonon matrix elements in (A.38).

Appendix C. Self-energy expressions

We provide a derivation of the self-energy expressions related to 
electron-phonon scattering in (31) and (32). The self-energy expressions 
due to the leads were obtained in Appendix B so from here on out the in-
fluence of the leads is neglected. It can be shown that when interactions 
are introduced, the electron Green’s function becomes [18,19]

𝑖𝐺𝑛,𝑚(𝑡, 𝑡′) =
1
ℏ
⟨𝑇𝑐

[
𝑒
−𝑖

ℏ
∫𝐶 𝐻̂𝐼 (𝑡1)𝑑𝑡1𝑐

𝑛
(𝑡)𝑐†

𝑚
(𝑡′)

]⟩ , (C.1)

where 𝐻̂𝐼 is defined in Section 2.1 and the integral is taken over the 
two-branch contour, defined in Section 2.2. Averaging here is done ac-
cording to the occupation of the non-interacting and non-contacted and, 
hence, one-particle states described in Section 2.2 and the operators are 
described in the interaction picture. Note that an exact treatment ac-
tually requires a three-branch contour and that 𝐻̂𝐼 requires a separate 
definition on this third branch [38]. The influence of this third branch 
is the incorporation of correlation effects after switching on the interac-
tions and contacts. However, these correlations can usually be neglected 
in steady state [19]. Limiting (C.1) to a second order expansion results in

𝑖𝐺𝑛,𝑚(𝑡, 𝑡′) =
1
ℏ
⟨𝑇𝑐

[
𝑐
𝑛
(𝑡)𝑐†

𝑚
(𝑡′)

]⟩
+ ⟨𝑇𝑐

⎡⎢⎢⎣−𝑖

ℏ2 ∫
𝐶

𝐻̂𝐼 (𝑡1)𝑑𝑡1𝑐𝑛 (𝑡)𝑐
†
𝑚
(𝑡′)

⎤⎥⎥⎦⟩ (C.2)

+ ⟨𝑇𝑐

⎡⎢⎢⎣ −1
2ℏ3 ∫

𝐶

∫
𝐶

𝐻̂𝐼 (𝑡1)𝐻̂𝐼 (𝑡2)𝑑𝑡1𝑑𝑡2𝑐𝑛 (𝑡)𝑐
†
𝑚
(𝑡′)

⎤⎥⎥⎦⟩ .
The first term is just the non-interacting Green’s function 𝑖𝐺0

𝑛,𝑚
de-

fined in (9). The second term can be neglected due to an odd number of 
phonon creation or annihilation operators. Since averaging is done over 
non-interacting one-particle states and the operators are non-interacting 
operators, Wick’s theorem can be used to write the third term as [38]

−1
2ℏ3𝑁⟂

∑
𝑚1𝑛1𝜈1
𝐤⟂,1𝐪⟂,1

𝑔̄ 𝑚1𝑛1𝜈1
𝐤⟂,1𝐪⟂,1

∑
𝑚2𝑛2𝜈2
𝐤⟂,2𝐪⟂,2

𝑔̄ 𝑚2𝑛2𝜈2
𝐤⟂,2𝐪⟂,2

× ∫
𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2 ⟨(𝑎̂𝐪⟂,1𝜈1
(𝑡1) + 𝑎̂†−𝐪⟂,1𝜈1

(𝑡1))(𝑎̂𝐪⟂,2𝜈2
(𝑡2) + 𝑎̂†−𝐪⟂,2𝜈2

(𝑡2))⟩
( ⟨𝑐𝐤⟂,1𝑛1

(𝑡1)𝑐
†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂𝑛
(𝑡)𝑐†𝐤⟂𝑚

(𝑡′)⟩
− ⟨𝑐𝐤⟂,2𝑛2

(𝑡2)𝑐
†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,1𝑛1
(𝑡1)⟩ 𝑐†𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2) ⟨𝑐𝐤⟂𝑛
(𝑡)𝑐†𝐤⟂𝑚

(𝑡′)⟩
− ⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂,1+𝐪⟂,1
𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂,1𝑛1
(𝑡1)𝑐

†
𝐤⟂𝑚

(𝑡′)⟩
− ⟨𝑐𝐤⟂,1𝑛1

(𝑡1)𝑐
†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂𝑛
(𝑡)𝑐†𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂𝑚

(𝑡′)⟩
+ ⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂,1+𝐪⟂,1
𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,1𝑛1
(𝑡1)𝑐

†
𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂𝑚

(𝑡′)⟩
+ ⟨𝑐𝐤⟂𝑛

(𝑡)𝑐†𝐤⟂,2+𝐪⟂,2
𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,1𝑛1
(𝑡1)𝑐

†
𝐤⟂𝑚

(𝑡′)⟩ ).
(C.3)

The first two terms correspond to disconnected diagrams and can be 

neglected. The third and fourth term result in an exchange of zero en-
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ergy and momentum and can thus also be neglected. The last two terms 
are identical except for an exchange of the indices and thus cancel the 
factor of 2 in the denominator. Applying momentum conservation and 
substituting in (C.3) results in

𝐺𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) =𝐺0
𝑛,𝑚
𝐤⟂

(𝑡, 𝑡′) +
∑

𝑚1𝑛1𝑚2𝑛2
𝜈1𝜈2𝐪⟂

𝑔̄ 𝑚1𝑛1𝜈1
𝐤⟂−𝐪⟂ ,𝐪⟂

𝑔̄𝑚2𝑛2𝜈2
𝐤⟂ ,−𝐪⟂

∫
𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2
𝑖ℏ

𝑁⟂
𝐺0

𝑛,𝑚1
𝐤⟂

(𝑡, 𝑡1)𝐺0
𝑛1 ,𝑚2
𝐤⟂−𝐪⟂

(𝑡1, 𝑡2)𝐷0
𝜈1 ,𝜈2
𝐪⟂

(𝑡1, 𝑡2)𝐺0
𝑛2 ,𝑚
𝐤⟂

(𝑡2, 𝑡′).

(C.4)

Note that the summation over indices corresponds to a matrix multipli-
cation. Higher-order terms of the perturbation expansion in (C.3) can be 
obtained by turning this into a Dyson equation [18]. Replacing all but 
the leftmost non-interacting Green’s functions with interacting Green’s 
functions, we obtain (9) with(
𝚺𝑠
𝐤⟂
(𝑡1, 𝑡2)

)
𝑛,𝑚

= 𝑖ℏ

𝑁⟂

∑
𝑛1𝑚2

𝜈1𝜈2𝐪⟂

𝑔̄ 𝑚1𝑛1𝜈1
𝐤⟂−𝐪⟂ ,𝐪⟂

𝐺 𝑛1 ,𝑚2
𝐤⟂−𝐪⟂

(𝑡1, 𝑡2)𝐷𝜈1 ,𝜈2
𝐪⟂

(𝑡1, 𝑡2)𝑔̄𝑚2𝑛2𝜈2
𝐤⟂ ,−𝐪⟂

. (C.5)

We are interested in an expression in terms of 𝐃̃, which requires an 
additional transformation according to (B.53). This introduces an extra 
factor of 2. Additionally, it can be shown from (A.17), (A.18), (A.37), 
(A.38) and (A.23) that∑

𝜈

𝑔̄ 𝑛𝑚𝜈
𝐤⟂𝐪⟂

( ̄𝐝𝐪⟂
1
2 )𝜈𝜈′ = ̄̄𝑔 𝑛𝑚𝜈′

𝐤⟂𝐪⟂
, (C.6)

∑
𝜈

𝑔̄ 𝑛𝑚𝜈
𝐤⟂ ,−𝐪⟂

( ̄𝐝𝐪⟂
1
2 )𝜈′𝜈 = ̄̄𝑔 𝑛𝑚𝜈′

𝐤⟂ ,−𝐪⟂
. (C.7)

This, together with (33), results in

𝚺𝑠
𝐤⟂
(𝑡1, 𝑡2) =

2𝑖ℏ
𝑁⟂

∑
𝜈𝜇𝐪⟂

𝐌𝜈
𝐤⟂−𝐪⟂ ,𝐪⟂

𝐆𝐤⟂−𝐪⟂ (𝑡1, 𝑡2)𝐷̄𝜈,𝜇
𝐪⟂

(𝑡1, 𝑡2)𝐌
𝜇

𝐤⟂ ,−𝐪⟂
.

(C.8)

The lesser and greater Green’s function can be extracted from the 
contour-ordered Green’s function by confining the time arguments to 
specific branches. The same is true for the self-energy. Fourier transfor-
mation according to (B.6) then gives

𝚺𝑠,≶

𝐤⟂
(𝜔) =

∞

∫
−∞

2𝑖ℏ
𝑁⟂

∑
𝜈𝜇𝐪⟂

𝐌𝜈
𝐤⟂−𝐪⟂ ,𝐪⟂

𝐆≶

𝐤⟂−𝐪⟂
(𝜔−𝜔′)𝐷̄≶

𝜈,𝜇
𝐪⟂

(𝜔′)𝐌𝜇

𝐤⟂ ,−𝐪⟂
𝑑𝜔′

2𝜋
.

(C.9)

Finally, we drop the bar notation on 𝐷̄𝜈,𝜇 and use the fact that

𝐷
≶
𝜈,𝜇
𝐪⟂

(𝜔) =𝐷
≷
𝜇,𝜈
−𝐪⟂

(−𝜔) (C.10)

to confine the time integral to the positive axis, obtaining (31).
Similarly, we can find a perturbation expansion of the phonon Green’s 
function,

𝑖𝐷𝜈,𝜇
𝐪⟂
(𝑡, 𝑡′) = 1

ℏ
⟨𝑇𝑐

[
(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂†𝐪⟂𝜇

(𝑡′) + 𝑎̂−𝐪⟂𝜇
(𝑡′))

]⟩
+ ⟨𝑇𝑐

⎡⎢⎢⎣−𝑖

ℏ2 ∫
𝐶

𝐻̂𝐼 (𝑡1)𝑑𝑡1(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))
⎤⎥⎥⎦⟩

+
⟨
𝑇𝑐

⎡⎢⎢⎣ −1
2ℏ3 ∫

𝐶

∫
𝐶

𝐻̂𝐼 (𝑡1)𝐻̂𝐼 (𝑡2)𝑑𝑡1𝑑𝑡2(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))
⎤⎥⎥⎦
⟩
.

(C.11)

The first term is just the non-interacting phonon Green’s function and 
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the second term is zero due to having an odd number of creation or 
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annihilation operators. The third term can be written as the following 
Wick decomposition,

−1
2ℏ3𝑁⟂

∑
𝑚1𝑛1𝜈1
𝐤⟂,1𝐪⟂,1

𝑔̄ 𝑚1𝑛1𝜈1
𝐤⟂,1𝐪⟂,1

∑
𝑚2𝑛2𝜈2
𝐤⟂,2𝐪⟂,2

𝑔̄ 𝑚2𝑛2𝜈2
𝐤⟂,2𝐪⟂,2 ∫

𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2

( ⟨𝑐𝐤⟂,1𝑛1
(𝑡1)𝑐

†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩
− ⟨𝑐𝐤⟂,1𝑛1

(𝑡1)𝑐
†
𝐤⟂,2+𝐪⟂,2

𝑚2

(𝑡2)⟩ ⟨𝑐𝐤⟂,2𝑛2
(𝑡2)𝑐

†
𝐤⟂,1+𝐪⟂,1

𝑚1

(𝑡1)⟩ )
( ⟨(𝑎̂𝐪⟂,1𝜈1

(𝑡1) + 𝑎̂†−𝐪⟂,1𝜈1
(𝑡1))(𝑎̂𝐪⟂,2𝜈2

(𝑡2) + 𝑎̂†−𝐪⟂,2𝜈2
(𝑡2))⟩

⟨(𝑎̂𝐪⟂𝜈
(𝑡) + 𝑎̂†−𝐪⟂𝜈

(𝑡))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))⟩
+ ⟨(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂𝐪⟂,1𝜈1

(𝑡1) + 𝑎̂†−𝐪⟂,1𝜈1
(𝑡1))⟩

⟨(𝑎̂𝐪⟂,2𝜈2
(𝑡2) + 𝑎̂†−𝐪⟂,2𝜈2

(𝑡2))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))⟩
+ ⟨(𝑎̂𝐪⟂𝜈

(𝑡) + 𝑎̂†−𝐪⟂𝜈
(𝑡))(𝑎̂𝐪⟂,2𝜈2

(𝑡2) + 𝑎̂†−𝐪⟂,2𝜈2
(𝑡2))⟩

⟨(𝑎̂𝐪⟂,1𝜈1
(𝑡1) + 𝑎̂†−𝐪⟂,1𝜈1

(𝑡1))(𝑎̂†𝐪⟂𝜇
(𝑡′) + 𝑎̂−𝐪⟂𝜇

(𝑡′))⟩ ). (C.12)

The first term in the electron part corresponds to an exchange of zero en-
ergy and momentum and will be neglected. The first term of the phonon 
part corresponds to a disconnected diagram and will be neglected as 
well. The last two terms of the phonon part are equal except for an ex-
change of indices and can thus be summed to compensate for the factor 
of 2 in the denominator. Applying momentum conservation, adding a 
factor due to spin degeneracy and substituting in (C.11) results in

𝐷𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) =𝐷0
𝜈,𝜇
𝐪⟂

(𝑡, 𝑡′) −
𝑛𝑠𝑖ℏ

𝑁⟂

∑
𝑚1𝑛1𝜈1
𝑚2𝑛2𝜈2
𝐤⟂

𝑔̄𝑚1𝑛1𝜈1
𝐤⟂ ,−𝐪⟂

𝑔̄ 𝑚2𝑛2𝜈2
𝐤⟂−𝐪⟂ ,𝐪⟂

∫
𝐶

𝑑𝑡1 ∫
𝐶

𝑑𝑡2𝐺
0
𝑛1,𝑚2
𝐤⟂

(𝑡1, 𝑡2)𝐺0
𝑛2 ,𝑚1
𝐤⟂−𝐪⟂

(𝑡2, 𝑡1)𝐷0
𝜈,𝜈1
𝐪⟂

(𝑡, 𝑡1)𝐷0
𝜈2 ,𝜇
𝐪⟂

(𝑡2, 𝑡′).

(C.13)

Converting to a Dyson equation to include higher-order perturbation 
terms, we obtain (10) with

(
𝚷𝑠

𝐪⟂
(𝑡1, 𝑡2)

)
𝜈,𝜇

= −
𝑛𝑠𝑖ℏ

𝑁⟂

∑
𝑚1𝑛1

𝑚2𝑛2𝐤⟂

𝑔̄ 𝑚1𝑛1𝜈
𝐤⟂ ,−𝐪⟂

𝐺𝑛1 ,𝑚2
𝐤⟂

(𝑡1, 𝑡2)𝑔̄ 𝑚2𝑛2𝜇
𝐤⟂−𝐪⟂ ,𝐪⟂

𝐺 𝑛2 ,𝑚1
𝐤⟂−𝐪⟂

(𝑡2, 𝑡1).

(C.14)

We want an expression for 𝚷̄ however. Using (B.55), (C.6), (C.7) and 
(33), it can be shown that

(
𝚷̄𝑠

𝐪⟂
(𝑡1, 𝑡2)

)
𝜈,𝜇

= −
2𝑛𝑠𝑖ℏ

𝑁⟂

∑
𝐤⟂

Tr
(
𝐌𝜈

𝐤⟂ ,−𝐪⟂
𝐆𝐤⟂ (𝑡1, 𝑡2)𝐌

𝜇

𝐤⟂−𝐪⟂ ,𝐪⟂
𝐆𝐤⟂−𝐪⟂ (𝑡2, 𝑡1)

)
.

(C.15)

Confining the time arguments to specific branches and Fourier trans-
forming according to (B.6) then gives

(
𝚷̄𝑠,≶

𝐪⟂ (𝜔)
)

𝜈,𝜇
=

+∞

∫
−∞

−
2𝑛𝑠𝑖ℏ

𝑁⟂

×
∑
𝐤⟂

Tr
(
𝐌𝜈

𝐤⟂ ,−𝐪⟂
𝐆≶

𝐤⟂
(𝜔′)𝐌𝜇

𝐤⟂−𝐪⟂ ,𝐪⟂
𝐆≷

𝐤⟂−𝐪⟂
(𝜔′ −𝜔)

)
𝑑𝜔′

2𝜋
.

(C.16)

( )

Dropping the bar notation on 𝚷̄𝐪⟂ (𝑡1, 𝑡2) 𝜈,𝜇

results in (32).
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Appendix D. Error estimates for the FFT-based self-energy 
computation

D.1. The integration error

The grid refinement strategy and corresponding integration error are 
illustrated by the results shown in Fig. D.16. First, we obtained a po-
tential profile within the device described in Section 3.2 with a fine 
initial energy grid. Then, the macroscopic parameters of interest were 
obtained with a single ballistic non-self-consistent iteration for several 
initial grid sizes. Fig. D.16 (a) shows the relative difference compared to 
a single ballistic iteration with a fine initial grid of 2000 energy points 
for both the electrons and phonons as an estimate of the integration er-
ror. Fig. D.16 (b) shows the number of adaptively added grid points as 
a function of the initial grid size. Note that significantly more points are 
added to the phonon energy grid as the full phonon dispersion needs to 
be integrated. For the electrons only the bottom of the conduction band 
is of interest. Additionally, it can be seen that a minimum of initial grid 
points is required to achieve accurate integration despite the adaptive 
grid. This can be understood from Fig. 7 (a) where the second peak is 
nearly missed by the initial grid. The adaptive grid will not refine itself 
around features that are too fine to be captured by the initial grid. From 
Fig. D.16 (b) we can see that the number of adaptively added grid points 
increases slightly up to initial grid sizes of 100-250 points. For higher 
number of initial grid sizes, the number of adaptively added points does 
not increase or even decreases as some of the adaptively added points 
are now already introduced by the initial grid. Fig. D.16 (a) shows that 
an initial grid size of ∼100 points is sufficient to reach the 1% error 
threshold on the macroscopic properties of interest. Further refinement 
of the initial grid does reduce the error further, but not by introducing 
more adaptive grid points as the error threshold is already reached.

D.2. The energy mixing error

An estimate of the energy mixing error is shown in Fig. D.17, which 
shows the self-energies of the system described in Section 3.2 after one 
non-self-consistent iteration. The potential was obtained with a fine ini-
tial energy grid, after which the energy grids were limited to an equidis-
tant grid with 32 points with no further adaptive grid refinements and 
a single k-point for the calculation of the self-energy. The removal of 
adaptive grid refinements was to eliminate the self-energy interpolation 
error and the Green’s function conversion error. Fig. D.17 (a) and (b) 
clearly shown the band gap and the bottom of the conduction band. 
Fig. D.17 (c) and (d) show that the lesser self-energy in the middle of 
the band gap does not have a single correct digit.

An estimate of the errors on the macroscopic device properties for a 
simulation with 10 k-points are shown in Fig. D.18 as a function of the 
number of equidistant energy grid points. It can be seen that the energy 
mixing error increases with the number of energy points. However, for 
the number of energy points considered here, the energy mixing error is 
still multiple orders of magnitude smaller than the integration error in 
Fig. D.16 (a). The large relative error on the self-energy thus does not 
pose problems for obtaining correct macroscopic parameters. This can 
be attributed to the fact that the large relative error is present at energy 
ranges where the density of states is low, and hence, at energies which 
do not have a large effect on the macroscopic properties.

D.3. The self-energy interpolation error

An estimate of the self-energy interpolation error is shown in 
Fig. D.19 as a function of the number of initial equidistant energy grid 
points. To reach a relative error below 1% on all macroscopic param-
eters, ∼1000 initial equidistant grid energy points are required. The 
self-energy interpolation energy thus requires more equidistant initial 
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grid points than the integration error.
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Fig. D.16. (a) The relative integration error on the electron current, phonon 
heat current and charge density for a ballistic simulation of the system in Sec-
tion 3.2 as a function of the number of equidistant grid energy points. The error 
is obtained as the difference with a fine-initial-grid simulation with 2000 ini-
tial grid points. A temperature difference of 0.1K was applied to provide a net 
heat current through the device. (b) The number of adaptively added points as 
a function of the number of equidistant initial grid points, for both electrons 
and phonons. The black line denotes the cross-over line where the adaptive grid 
points dominate the computational cost.

Fig. D.17. Green’s function and self-energy results after a single self-consistent 
Born iteration for the system in Section 3.2. Only a single k-point and 32 energy 
grid points were used without further energy grid refinements. (a) and (b) show 
the lesser and greater Green’s function as a function of energy and the degree 
of freedom, i.e., atom orbital index, of the device. (c) and (d) show the relative 
error on the lesser and greater self-energy, calculated as the difference between 
the self-energy calculated with the conventional convolution-based implemen-
tation and the FFT-based implementation.

D.4. The Green’s function conversion error

An estimate of the Green’s function conversion errors are shown 
in Fig. D.20 (a) and (b) for the “leave-out” and “averaged” approach, 
respectively. Fig. D.20 (a) demonstrates that the “leave-out” approach 

shows no or very slow convergence of the macroscopic parameters with 
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Fig. D.18. The relative energy mixing error on the electron current, phonon 
heat current and charge density for the system in Section 3.2 as a function of the 
number of equidistant grid energy points without further refinements. The error 
is calculated as the difference between the calculation using the conventional 
convolution-based implementation and the FFT-based implementation.

Fig. D.19. The relative self-energy interpolation error on the electron current, 
phonon heat current and charge density for the system in Section 3.2 as a 
function of the number of initial equidistant grid energy points. The error is 
calculated as the difference between the results when the self-energy is calcu-
lated with the conventional convolution-based implementation for every energy 
grid point and when it is done only for the initial grid with the rest obtained 
through interpolation.

increasing initial equidistant grid sizes. For the “averaged” approach, 
the electronic properties of the system converge and reach a relative 
error below 1% for ∼500 initial equidistant grid energy points. The 
phonon heat current, however, demonstrates no or very slow conver-
gence, resulting in a relative error of a few percent at high numbers of 
initial equidistant grid energy points. Although unfortunate, this is not 
surprising nor does it invalidate the FFT-based implementation.

As indicated by Fig. 8, the “averaged” approach has the effect of 
shifting the mass of the spectra to different energies. The shift in energy 
is at most the distance between equidistant grid points. For the electron 
self-energy, this does not pose any problems as the shift in energy will 
be on the same order of magnitude as the electron grid, for the electron 
Green’s function, or much smaller, for the phonon Green’s function. For 
the phonon self-energy, however, this does introduce a slightly larger 
error as the shift in energy happens on the electron energy grid and can 
thus be significantly larger than the distance between phonon energy 
grid points. Additionally, a shift in energy also results in a shift in the 
energy of the phonons that are created in the system, which has a direct 
influence on the phonon heat current. The electronic properties, on the 
other hand, are less dependent on the energy of the electrons.

Appendix E. Supplementary material

Supplementary material related to this article can be found online at 
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Fig. D.20. The relative Green’s function conversion error on the electron cur-
rent, phonon heat current and charge density for the system in Section 3.2 as a 
function of the number of initial equidistant grid energy points. The error is cal-
culated as the difference between the results when the calculation is calculated 
with the conventional convolution-based implementation using the full adap-
tive grid and the FFT-based implementation using a converted equidistant grid. 
In both cases the self-energies are only calculated on the initial equidistant grid 
and the self-energies for adaptively added points is obtained by interpolation. 
(a) shows the results for the leave-out strategy of Fig. 8 (a) and (b) shows the 
results for the averaged strategy of Fig. 8 (b).

Data availability

The data that has been used is confidential.
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